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Abstract—In a cooperative system with an amplify-and-forward relay, the cascaded channel training protocol enables the destination to estimate the source-destination channel gain and the product of the source-relay (SR) and relay-destination (RD) channel gains using only two pilot transmissions from the source. Notably, the destination does not require a separate estimate of the SR channel. We develop a new expression for the symbol error probability (SEP) of AF relaying when imperfect channel state information (CSI) is acquired using the above training protocol. A tight SEP upper bound is also derived; it shows that full diversity is achieved, albeit at a high signal-to-noise ratio (SNR). Our analysis uses fewer simplifying assumptions, and leads to expressions that are accurate even at low SNRs and are different from those in the literature. For instance, it does not approximate the estimate of the product of SR and RD channel gains by the product of the estimates of the SR and RD channel gains. We show that cascaded channel estimation often outperforms a channel estimation protocol that incurs a much larger training overhead by forwarding a quantized estimate of the RD channel gains to the destination. The extent of pilot power boosting, if allowed, that is required to improve performance is also quantified.

I. INTRODUCTION

Relay-based cooperation is an appealing technology because it exploits the independent path provided by a relay between a source and a destination to overcome the shortcomings of point-to-point communication. Several cooperation protocols have been proposed in the literature, e.g., [1]–[6]. Among these, the amplify-and-forward (AF) protocol, in which the relay simply amplifies and forwards its received signal to the destination, is considered to be easy to implement as the relay does not need to decode its received signal.

The performance analysis of the AF protocol is an active and challenging area of research. One reason that makes such an analysis challenging is that the received signal component contains a product (or a cascade) of the SR and RD channel gains. Accurate expressions for symbol error probability (SEP) and bounds have been derived in [2]–[6] assuming perfect channel state information (CSI) at the destination. However, in practical situations, the receiver has to first acquire CSI, which might be imperfect. In [7], [8], the SR, relay-destination (RD), and source-destination (SD) channel estimates are assumed to be available at the destination. Further, in [8], the channel estimation error is modeled as additive Gaussian noise with a fixed variance that does not depend on the received signal-to-noise-ratio (SNR). While [7] derived an expression for SEP of MPSK and MQAM over Rayleigh channels in the form of a double integral, [8] derived the SEP over a Rician channel in the asymptotic regime of large SNR. In [9], an SEP expression was derived, but only for BPSK. In [10], the diversity order was determined for orthogonal and non-orthogonal AF protocols. An outage probability analysis with imperfect CSI was instead developed in [11].

Another category of papers deals with training protocols for AF [12]–[14]. In [13], it was pointed out that it is difficult for the destination to acquire separate estimates of the SR and RD channel gains because the relay then has to estimate the SR channel gain. Doing so also increases the training overhead since the relay must quantize and forward its estimate to the destination. An estimation method, in which the relay precodes its received signal, was also proposed in [13]. In [14], the relay instead forwards the noisy training signal it receives from the destination to the source. The above papers primarily focus on estimation, and use simulations to compute the SEP.

In this paper, we focus on an analytical performance characterization of the cascaded channel estimation protocol [12] and fixed gain AF relaying [1], [13]. In it, the source broadcasts the pilot symbol in the first phase and the relay forwards to the destination the amplified version of the signal it receives in the second phase. At the end of second phase, the destination estimates the SD channel gain and the product of SR and RD channel gains. It uses these two estimates for coherently demodulating the data symbols. However, it does not have an estimate of the SR channel. The cascaded training protocol is time-efficient and relevant as it spans only two symbol durations.

Instead of postulating a model for the estimation error, we develop an accurate model for the channel estimation error for the cascaded channel estimation protocol. We develop an expression for the SEP of MPSK modulation in the form of a single integral. A key goal of the analysis is to use as few simplifying approximations as possible. The analysis leads to a different analysis method and new expressions for the SEP, which are accurate even at low SNRs. For instance, unlike [9], [10], we do not assume that the estimate of the product of SR and RD channel gains is the same as the product of the estimates of SR and RD channel gains, which is accurate only under high SNR and with many pilot symbols [10]. In [11], the above estimate was even replaced by its perfect C
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equivalent to enable analysis. We also develop a new closed-form tight upper bound for the SEP, thereby the asymptotic SEP expressions for large SNR, and characterize the diversity order. We also quantify the effectiveness of pilot power boosting by the source and relay, if allowed, in reducing the SEP. Thus, the paper develops a rigorous understanding of the practically relevant cascaded channel estimation method.

The paper is organized as follows. Section II develops the system model. The SEP is analyzed in Sec. III. The results and conclusions follow in Sec. IV and Sec. V, respectively. Mathematical derivations are relegated to the Appendix.

II. Model

Consider a system with a source node, $S$, that transmits data to a destination node, $D$, over a frequency-flat Rayleigh fading channel. An AF relay, $R$, forwards the signal from the $S$ to $D$. All the nodes are equipped with a single transmit and receive antenna, and operate in the half-duplex mode, i.e., they cannot transmit and receive simultaneously. Let $h_{sd}, h_{sr},$ and $h_{rd}$ denote the SD, SR, and RD channels, respectively. These are modeled as circularly symmetric complex Gaussian random variables (RVs) with variances $\sigma_{h_{sd}}^2, \sigma_{h_{sr}}^2,$ and $\sigma_{h_{rd}}^2$, respectively, and are mutually independent. We assume that $h_{sr}, h_{rd},$ and $h_{sd}$ remain constant during the training and data communication phases, which are described below.

A. Two Phase Data Communication

In the first phase, the source transmits a data symbol that is drawn with equal probability from the MPSK constellation of size $M$. In this first phase, the received signals at the destination, $y_{sd}$, and the relay, $y_{sr}$, are given by

$$y_{sd} = \sqrt{E_s} h_{sd} x + n_{sd},$$

$$y_{sr} = \sqrt{E_s} h_{sr} x + n_{sr},$$

where $E_s$ is the symbol energy transmitted by the source, $|x|^2 = 1,$ and $n_{sd}$ and $n_{sr}$ are additive circularly symmetric complex additive white Gaussian noise (CAWGN) at the destination and the relay, respectively, with variance $\sigma_{n_s}^2$.

In the second phase, the relay amplifies $y_{sr}$ by a factor $\alpha_d$ and forwards it to the destination. Therefore, the signal, $y_{rd}$, received by the destination in the second phase is

$$y_{rd} = \sqrt{\xi \xi r_d} g x + \alpha_d h_{rd} n_{rd} + n_{rd},$$

where $g = h_{sr} h_{rd}$ is called the cascaded channel gain and $n_{rd}$ is CAWGN with variance $\sigma_{n_r}^2$. Let $\gamma_{sd} = \frac{\sigma_{h_{sd}}^2 E_s}{\sigma_n^2}$, $\gamma_{sr} = \frac{\sigma_{h_{sr}}^2 E_s}{\sigma_n^2}$, and $\gamma_{rd} = \frac{\sigma_{h_{rd}}^2 E_s}{\sigma_n^2}$, denote the SD, SR, and RD fading-averaged channel SNRs.

In a fixed gain AF relay, the relay gain is set as $\alpha_d = \frac{\xi \xi r_d}{\sqrt{\xi \xi r_d} \xi + \sigma_n^2}$ to ensure an average relay transmit energy of $E_r$.

B. Two Slot Cascaded Channel Estimation Protocol

Training precedes data communication; it is done only once in every coherence interval. In the first slot, the source transmits a pilot symbol $p$ such that $|p|^2 = 1$. In the second slot, the relay amplifies it by a fixed gain $\alpha_t$ and forwards to the destination. The relay does not estimate any channel gain nor does it feed-forward any channel estimate to the destination. Using (1) and (3), the signals $r_{sd}$ and $r_{rd}$, received by the destination in the first and second slots, respectively, are given by

$$r_{sd} = \sqrt{\xi \xi s} h_{sd} p + w_{sd},$$

$$r_{rd} = \sqrt{\xi \xi r} \alpha_t g p + \alpha_d h_{rd} w_{sr} + w_{rd},$$

where $\alpha_t = \frac{\sqrt{\xi \xi s} \xi}{\sigma_n^2}$ and $\xi$ is called the pilot power boosting factor. Note that the relay also boosts its transmit power to $\xi E_r$ in the training phase. Here, $w_{sd}, w_{sr},$ and $w_{sr}$ are CAWGN; each has variance of $\sigma_n^2$. They are also mutually independent of $n_{sd}, n_{sr},$ and $n_{rd}$. Note also that $\alpha_t \neq \alpha_d$.

Using the two signals $r_{sd}$ and $r_{rd}$, the destination comes up with an estimate of the SD channel, $\hat{h}_{sd}$, and of the cascaded channel, $\hat{g}$, using an linear minimum mean square (LMMSE) estimator. We do not use the minimum mean square error (MMSE) estimator because it is analytically intractable for AF systems. This is because neither the overall channel $g$ nor the effective noise $\alpha_t h_{rd} w_{sr} + w_{rd}$ in (5) are Gaussian. For the same reason even simulating the MMSE estimator is challenging.

The LMMSE channel estimates of $h_{sd}$ and $g$ are given by [15]

$$\hat{h}_{sd} = L_s \frac{r_{sd}}{p}$$

and

$$\hat{g} = L_g \frac{r_{rd}}{p},$$

where

$$L_s = \frac{\sigma_{h_{sd}}^2 \sqrt{\xi \xi s}}{\sigma_{h_{sd}}^2 \xi + \sigma_n^2}, \quad L_g = \frac{\sigma_{h_{sd}}^2 \sigma_{h_{rd}}^2 \alpha_t \sqrt{\xi \xi s}}{\sigma_{h_{sr}}^2 \sigma_{h_{rd}}^2 \xi + \sigma_{w_{sr}}^2 + \sigma_{w_{rd}}^2},$$

and $\sigma_{w_{sr}}^2 = \left(\alpha_t^2 \sigma_{h_{rd}}^2 + 1\right) \sigma_n^2$.

Thus, the SD channel estimate, $\hat{h}_{sd}$, is perturbed by the noise term $w_{sd}$. Similarly, the noise term $w_{sr} = \alpha_t h_{rd} w_{sr} + w_{rd}$ perturbs the cascaded channel estimate, $\hat{g}$, which is not a Gaussian RV. This is due to the presence of products of two Gaussian RVs in (5). To enable analytical tractability, we will assume that the noise term $w_{sr}$ is CAWGN with variance $\sigma_{w_{sr}}^2 = \left(\alpha_t^2 \sigma_{h_{rd}}^2 + 1\right) \sigma_n^2$. Such an approximation has been used to good effect in [9], [13] and in double differential modulation performance analysis [16]. It corresponds to a worst case noise model [17]. Similarly, $n_{rd} = \alpha_t h_{rd} n_{sr} + n_{rd}$ is assumed to be CAWGN with variance $\sigma_{n_r}^2 = \left(\alpha_t^2 \sigma_{h_{rd}}^2 + 1\right) \sigma_n^2$. We shall verify the accuracy of these assumptions in Sec. IV.

III. SYMBOL ERROR PROBABILITY ANALYSIS

We now analyze the SEP with imperfect CSI for MPSK. We shall use the following notation. The probability of an event $A$ and the conditional probability of $A$ given $B$ are denoted by $\Pr (A)$ and $\Pr (A | B)$, respectively. For an RV $Z$, its probability density function (PDF) is denoted by $p_Z(z)$, and $E [Z]$ and $\var [Z]$ denote its expectation and variance, respectively. Similarly, $p_{Z|A}(z), E [Z|A],$ and $\var [Z|A]$ denote the conditional PDF, expectation, and variance, respectively, of $Z$ given $A$. Finally, $\tau_1 = \hat{O}(\tau_2)$ means that $|\tau_1| < \kappa |\tau_2|$ for some constant $\kappa$ for a small enough $\tau_2$. 

$$r_{sd} = \sqrt{\xi \xi s} h_{sd} p + w_{sd},$$

$$r_{rd} = \sqrt{\xi \xi r} \alpha_t g p + \alpha_d h_{rd} w_{sr} + w_{rd},$$

where $\alpha_t = \frac{\sqrt{\xi \xi s} \xi}{\sigma_n^2}$ and $\xi$ is called the pilot power boosting factor. Note that the relay also boosts its transmit power to $\xi E_r$ in the training phase. Here, $w_{sd}, w_{sr},$ and $w_{sr}$ are CAWGN; each has variance of $\sigma_n^2$. They are also mutually independent of $n_{sd}, n_{sr},$ and $n_{rd}$. Note also that $\alpha_t \neq \alpha_d$.
A. Decision Variable and its Statistics

The maximum likelihood (ML) decision variable, $D$, for detecting data symbol $x$ is based on the observables $y_{sd}, y_{rd}, \hat{h}_{sd}$, and $\hat{g}$. Since $w_{sd}, n_{sd}, w_{rd},$ and $n_{rd}$ are independent, based on maximal ratio combining (MRC), $D$ is given by

$$D = \left( \mathbf{E} \left[ y_{sd} \hat{h}_{sd}, \hat{g}, x \right] \right)^* y_{sd} + \left( \mathbf{E} \left[ y_{rd} \hat{h}_{sd}, \hat{g}, x \right] \right)^* y_{rd}$$

$$\text{var} \left[ y_{sd} \hat{h}_{sd}, \hat{g}, x \right] + \text{var} \left[ y_{rd} \hat{h}_{sd}, \hat{g}, x \right].$$

(8)

Conditioned on the estimates, $\hat{h}_{sd}$ and $\hat{g}$, and $x$, it follows from (1) that $y_{sd}$ is a complex Gaussian RV. As shown in Appendix A, $\mathbf{E} \left[ y_{sd} \hat{h}_{sd}, \hat{g}, x \right] = \mathbf{E} \left[ h_{sd} \right] \times \mathbf{E} \left[ \hat{g}, x \right]$ and $\text{var} \left[ y_{sd} \hat{h}_{sd}, \hat{g}, x \right] = \left( \frac{E_{s} \sigma_{sa}^{2} \sigma_{ra}^{2} \sigma_{rd}^{2} E_{r}}{\sigma_{h}^{2} \sigma_{a}^{2} \sigma_{r}^{2} \sigma_{rd}^{2} E_{r}^{2}} + \sigma_{wrd}^{2} \right).$

(9)

From the above results, the moments of $D$ are given as follows.

**Lemma 1:**

$$\text{var} \left[ D \hat{h}_{sd}, \hat{g}, x \right] = \mathbf{E} \left[ D \hat{h}_{sd}, \hat{g}, x \right]$$

$$= \left( \frac{E_{s} \sigma_{sa}^{2} \sigma_{ra}^{2} \sigma_{rd}^{2} E_{r}}{\sigma_{h}^{2} \sigma_{a}^{2} \sigma_{r}^{2} \sigma_{rd}^{2} E_{r}^{2}} + \sigma_{wrd}^{2} \right)^{2} + \left( \frac{E_{s} \sigma_{sa}^{2} \sigma_{ra}^{2} \sigma_{rd}^{2} E_{r}}{\sigma_{h}^{2} \sigma_{a}^{2} \sigma_{r}^{2} \sigma_{rd}^{2} E_{r}^{2}} + \sigma_{wrd}^{2} \right).$$

Proof: The proof is similar to that in Appendix B, and is omitted.

**B. SEP Expression**

**Theorem 1:** With noisy channel estimates obtained from cascaded channel estimation, the SEP of MPSK is given by

$$P_{\text{MPSK}} = \frac{1}{\pi \sin^{2} \left( \frac{\pi}{M} \right)} \int_{0}^{\frac{\pi}{2}} \frac{\sin^{2} \theta}{1 + \frac{\sin^{2} \left( \frac{\pi}{M} \right) \gamma_{rd}}{1 + (1+\varepsilon) \gamma_{rd}}} \sin^{2} \theta \times \left[ 1 + \frac{1 + \varepsilon \left( \gamma_{sr} + \gamma_{rd} \right)}{\varepsilon^{2} \gamma_{sr} \gamma_{rd}} + \psi \left( \varepsilon, \gamma_{sr}, \gamma_{rd} \right) \sin^{2} \theta \right] d\theta,$$

(10)

where

$$\psi \left( \varepsilon, \gamma_{sr}, \gamma_{rd} \right) = \frac{1}{\varepsilon^{2} \gamma_{sr} \gamma_{rd}} \left( 1 + \varepsilon \left( \gamma_{sr} + \gamma_{rd} \right) \right)$$

$$\times \left[ 1 + \frac{1 + \varepsilon \left( \gamma_{sr} + \gamma_{rd} \right)}{1 + \varepsilon \left( \gamma_{sr} + \gamma_{rd} \right)} \right]$$

and $U \left( a, b; z \right)$ is the confluent hypergeometric function of the second kind $[18, (9.210)].$

**Proof:** The proof is relegated to Appendix C.

The expression in (10) is in the form of a single integral and is different from those in [3], [7], [8]. A closed-form upper bound on the SEP is then as follows.

**Corollary 1:**

$$P_{\text{MPSK}} \leq \frac{1}{\pi \sin^{2} \left( \frac{\pi}{M} \right)} \psi \left( \varepsilon, \gamma_{sr}, \gamma_{rd} \right) f \left( M, \beta \right)$$

$$\times U \left( 1 + \varepsilon \left( \gamma_{sr} + \gamma_{rd} \right) \right),$$

(11)

where $\beta = \frac{\varepsilon^{2} \gamma_{sr} \gamma_{rd}}{1 + (1+\varepsilon) \gamma_{rd}}$ and $f \left( M, \beta \right) = \pi \left( 1 - \frac{1}{M} \right) - \frac{\beta \sqrt{\gamma_{rd}}}{\frac{\beta}{2} - 1} \arctan \left( \frac{\sqrt{\gamma_{rd}}}{\sqrt{\gamma_{rd}}} \right).$

**Proof:** The proof is relegated to Appendix D.

We obtain further insights into the SEP by analyzing the asymptotic regime in which $\gamma_{sr}, \gamma_{rd},$ and $\gamma_{rd}$ are large.

**Theorem 2:** In the asymptotic regime of $\gamma_{sr}, \gamma_{rd},$ and $\gamma_{rd} \to \infty$, the SEP expression simplifies to

$$P_{\text{MPSK}} \leq \frac{\left( 1 + \varepsilon \right)}{4 \varepsilon^{2} \sin^{2} \left( \frac{\pi}{M} \right)} \left( \frac{1}{\gamma_{sr}} + \frac{1}{\gamma_{rd}} \right) \log \left( \vartheta^{-1} \right),$$

(12)

where $\vartheta = \frac{1}{\gamma_{sr}} + \frac{1}{\gamma_{rd}} \left( 1 + \frac{1+\varepsilon}{\sin^{2} \left( \frac{\pi}{M} \right)} \right)$.

**Proof:** The proof is relegated to Appendix E.

The expression in (12) differs from that in [3], [8] as it has an extra log $\left( \vartheta^{-1} \right)$ term that depends on $\varepsilon, \gamma_{sr},$ and $\gamma_{rd}$. It can be easily shown from (12) that a full diversity order of two is achieved. However, the full diversity order is achievable only at high SNRs. Note that this is not an artifact of the cascaded channel estimation protocol. For example, even with perfect CSI, a similar result occurs [19].

**IV. Simulations**

We now present Monte Carlo simulation results that use $10^{5}$ samples. We assume $\gamma_{sr} = \gamma_{rd} = \gamma_{sd} = \gamma_{0}$. Figure 1 plots the SEP for 8PSK and 16PSK as a function of $\gamma_{0}$. Notice that the analytical and simulation results are in good agreement even at SNRs as low as 1 dB. This is because, unlike [9], [10], we do not assume that $\hat{g} = \hat{h}_{sd}, \hat{h}_{rd}$, which is true only if the SNR is large or many pilot symbols are used. The close agreement clearly shows that the approximations made to compute (9) and the assumption that $w_{sr}$ and $n_{sr}$ are Gaussian are accurate. Unlike [8], no error floor occurs. Furthermore, the upper bound is tight and is within 0.2 dB of the exact SEP.

Compared to a receiver with perfect CSI, imperfect CSI leads to a 3.2 dB loss in SNR when $\text{SEP} = 10^{-2}$. This gap can be reduced by boosting the pilot power, as shown in Fig. 2. Increasing the pilot energy improves SEP because the channel estimation error decreases. For example, $\varepsilon = 5$ gives a 2 dB performance gain for the same data SNR.

In Fig. 3, we compare cascaded channel estimation with the disintegrated channel estimation (D-CE) scheme of [12], in
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**APPENDIX**

**A. Derivation of Conditional Mean and Variance of \( y_{sd} \)**

From (1), it follows that

\[
\var \left[ y_{sd} | \hat{h}_{sd}, x \right] = E_x \var \left[ h_{sd} | \hat{h}_{sd} \right] + \sigma^2_n. \tag{13}
\]

Using standard conditional Gaussian results and properties of LMMSE [15] to evaluate \( \var \left[ h_{sd} | \hat{h}_{sd} \right] \) yields the desired expression for the conditional variance.

The expression for the conditional mean also directly follows from standard conditional Gaussian results since \( \hat{h}_{sd} \) is the LMMSE estimate of \( h_{sd} \) and \( n_{sd} \) is independent of \( \hat{h}_{sd} \).

**B. Derivation of Conditional Mean and Variance of \( y_{rd} \)**

From (3), it follows that

\[
\var \left[ y_{rd} | \hat{g}, x \right] = \alpha^2_E E_x \var \left[ g | \hat{g}, x \right] + \sigma^2_{ard}. \tag{14}
\]

Proceeding along the same lines as in Appendix A yields the desired result.

**C. Proof of Theorem 1**

Using Lemma 1 and [20, (40)], the SEP expression for MPSK given that \( D \) is a Gaussian RV is

\[
P(\text{Err}) = \frac{1}{\pi} \int_0^{\frac{\pi}{2}} E \left[ \exp \left( \frac{E_x \left| \hat{h}_{sd} \right|^2}{\left( \frac{E_x \sigma_{h_{sd}}^2}{\sigma_n^2} + 1 \right) \sigma_n^2} \right) \sin^2 \left( \frac{\gamma}{\sigma_n} \right) \right] \sin^2 \theta \left( \gamma \right) d\theta, \tag{15}
\]
where \( \eta = \frac{\alpha^2 E_0 - \mu^2}{\sqrt{2}\sigma^2} \sin^2 \left( \frac{\pi}{\omega} \right) \). From (7) and (4), it can be shown that \( h_{ad} \) is a zero-mean Gaussian RV with variance \( \sigma_{ad}^2 = L^2 g \left( x E_0 \sigma^2 + \sigma_n^2 \right) \). Therefore, the first expectation in (15) evaluates to \( 1 + \frac{\varepsilon \sin^2 \left( \frac{\pi}{\omega} \right) \sigma_{ad}^2}{(1 + \frac{\pi}{\omega}) \sin^2 \theta} \). Using (5) and (7), we have
\[
|g|^2 = L_g^2 \left( x E_0 \alpha^2 |g|^2 + |w_{sr}|^2 + 2 \sqrt{x E_0 \alpha^2 |g| |w_{sr}|} \cos \phi \right)
\]
where \( \phi \) is uniformly distributed in \([-\pi, \pi]\). Using the mutual independence of the RVs \( g \), \( w_{sr} \), and \( \phi \), we can write
\[
E \left[ \exp \left( -\eta |g|^2 \right) \right] = E_{|g|,|w_{sr}|} \left[ \exp \left( -\eta L_g^2 x E_0 \alpha^2 |g|^2 \right) \right] \times \exp \left( -\eta L_g^2 |w_{sr}|^2 \right) E_\phi \left( \Delta(\phi) \right).
\]
where \( \Delta(\phi) = \exp \left( -2\eta L_g^2 x E_0 \sqrt{x E_0 |g| |w_{sr}|} \cos \phi \right) \). Using (18), (3.339), it can be shown that
\[
E_\phi \left( \Delta(\phi) \right) = I_0 \left( 2\eta L_g^2 x E_0 |g| |w_{sr}| \cos \phi \right),
\]
where \( I_0 \) is the modified Bessel function of the first kind of order 0 [18, (8.406.1)]. The RV \( |w_{sr}| \) is Rayleigh with variance \( \sigma_{w_{sr}}^2 \). It can be shown that the PDF of \( |g|^2 = |h_{sr}|^2 |h_{rd}|^2 \) is
\[
p_g(z) = \frac{2}{\sigma_{w_{sr}}^2 \sigma_{w_{rd}}^2} K_0 \left( \frac{2\sqrt{z}}{\sigma_{w_{sr}} \sigma_{w_{rd}}} \right), \quad z \geq 0,
\]
where \( K_0 \) is the modified Bessel function of second kind of order 0 [18, (8.407.1)]. Substituting (17), (18), and (19, (6.631.4),(6.631.3)) in (16) and simplifying yields (10).

D. Brief Proof of Corollary 1

The second term, \( E \left[ \exp \left( -\eta |g|^2 \right) \right] \), in the integrand in (15) can be upper bounded by replacing \( \theta \) with \( \pi/2 \). Simplifying further along the lines of Appendix C, we get
\[
P_{\text{MPSK}} \leq \frac{1}{\pi \sin^2 \left( \frac{\pi}{\omega} \right)} \psi \left( \varepsilon, \gamma_{sr}, \gamma_{rd} \right) \times U \left( 1, 1; \frac{1 + \varepsilon (\gamma_{sr} + \gamma_{rd})}{\varepsilon^2 \gamma_{sr} \gamma_{rd}} + \psi \left( \varepsilon, \gamma_{sr}, \gamma_{rd} \right) \frac{1}{\sin^2 \left( \frac{\pi}{\omega} \right)} \right) \times \int_0^{\frac{M-1}{2} - \pi} \frac{\sin^2 \theta}{\sin^2 \theta + \frac{\varepsilon \sin^2 \left( \frac{\pi}{\omega} \right) \gamma_{sr} \gamma_{rd}}{1 + \frac{\pi}{\omega} \gamma_{rd}} d\theta.
\]
Substituting \( \cot \theta = x \) in (19) and evaluating the integral in closed-form using partial fractions leads to the desired result.

E. Proof of Theorem 2

For large SNRs, it can be shown that [21, (13.5.9)]
\[
U \left( 1, 1; \frac{1 + \varepsilon (\gamma_{sr} + \gamma_{rd})}{\varepsilon^2 \gamma_{sr} \gamma_{rd}} + \psi \left( \varepsilon, \gamma_{sr}, \gamma_{rd} \right) \frac{1}{\sin^2 \left( \frac{\pi}{\omega} \right)} \right) = -\zeta - \log \left( \frac{1 + \varepsilon (\gamma_{sr} + \gamma_{rd})}{\varepsilon^2 \gamma_{sr} \gamma_{rd}} + \psi \left( \varepsilon, \gamma_{sr}, \gamma_{rd} \right) \frac{1}{\sin^2 \left( \frac{\pi}{\omega} \right)} \right) + O \left( \frac{\gamma_{sr} + \gamma_{rd}}{\gamma_{sr} \gamma_{rd}} \right).
\]
where \( \zeta \) is the Euler-Mascheroni constant [18, (9.73)]. Similarly, for large \( \beta \), it can be shown that
\[
f \left( M, \beta \right) = \frac{\pi}{\beta^2} + O \left( \frac{1}{\beta^3} \right).
\]
Substituting this result and (20) in Corollary 1 and simplifying yields (12).
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