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Abstract—Receive antenna selection (AS) provides many benefits of multiple-antenna systems at drastically reduced hardware costs. In it, the receiver connects a dynamically selected subset of $N$ available antennas to the $L$ available RF chains. Due to the nature of AS, the channel estimates at different antennas, which are required to determine the best subset for data reception, are obtained from different transmissions of the pilot sequence. Consequently, they are outdated by different amounts in a time-varying channel. We show that a linear weighting of the estimates is necessary and optimum for the subset selection process, where the weights are related to the temporal correlation of the channel variations. When $L$ is not an integer divisor of $N$, we highlight a new issue of “training voids”, in which the last pilot transmission is not fully exploited by the receiver. We then present new “void-filling” methods that exploit these voids and greatly improve the performance of AS. The optimal subset selection rules with void-filling, in which different antennas turn out to have different numbers of estimates, are also explicitly characterized. Closed-form equations for the symbol error probability with and without void-filling are also developed.
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I. INTRODUCTION

RECEIVE antenna selection (AS) is a popular technique to reduce the hardware costs of a multi-antenna receiver in a wireless system [1]–[7]. Given $N$ antennas, it uses $L < N$ radio frequency (RF) chains that process signals from a dynamically selected subset comprising $L$ antennas. The case of $L > 1$ has also been referred to in the literature as generalized diversity combining (GDC) or hybrid-selection/maximal ratio combining (H-S/MRC) [8]–[14]. Selection is advantageous since antennas are typically cheap, while the RF chains are expensive. Consequently, next generation wireless standards such as IEEE 802.11n, Long Term Evolution (LTE), and IEEE 802.16m Advanced WiMax have standardized or are standardizing AS at the physical layer protocol that were required to accommodate diversity methods, such as IEEE 802.11n, Long Term Evolution (LTE), and IEEE 802.16m Advanced WiMax. While AS has received considerable attention in the literature, issues related to pilot-based training for AS, through which the channel estimates are acquired, have received limited attention. For example, channel state information (CSI) at the receiver was assumed to be perfect in [3], [15]–[17]. In reality, the estimates are imperfect because of noise during estimation and also the time-varying nature of the wireless channel, which makes the estimates partially outdated when they are used for data demodulation. Since the estimates are used to select the antenna subset and also to coherently demodulate the data, imperfections in the estimates lead to inaccurate selection and incorrect demodulation, both of which increase the symbol error probability (SEP).

While hardware limitations motivate AS in the first place, they unfortunately also exacerbate the problem of outdated channel estimates in time-varying channels. Since only $L$ receive antennas can be estimated at any time with $L$ RF chains, the transmitter needs to transmit the pilots multiple times so that the receiver can estimate the channels of all the available antennas and then choose the antenna subset with the best channels. Further, in practice, there can be a significant time delay between successive transmissions. For example, in the IEEE 802.11n standard, a multiple access control (MAC) based training protocol is used for transmit and/or receive AS [18]. In it, ‘training cum data packets’ are successively transmitted to enable the receiver to estimate the channel gains of all its antennas. The pilots embedded in the physical layer header of each training packet help estimate the channel gains. Since the packets, which also carry a data payload, can be several milliseconds long, the training phase also takes several tens of milliseconds. This mechanism was adopted by the standard body as it minimized the changes in the physical layer protocol that were required to accommodate AS in the standard.

Even small training delays can significantly influence the choice of the subset of antennas. For example, selecting the $L$ antennas that have the highest estimated channel gains, as has been done in [19], is no longer optimal. Intuitively, how outdated an antenna’s estimate is should also be taken into account while selecting the antenna. Receive AS with imperfect channel estimates was first explored in [19], [20], but for block fading channels. While [21]–[23] did consider outdated channel estimates, the fact that estimates at different antennas are outdated by different amounts was not accounted for. While [24] considered imperfect estimation and selection in time-varying channels, it only addressed the considerably simpler problem of selecting only one antenna ($L = 1$).

In this paper, we analyze and optimize the performance of antenna subset selection ($L > 1$) over time-varying Rayleigh fading channels given a practical training model for AS. We derive the SEP-optimal rule for selecting the antenna subset...
as a function of the time correlation of the channel. We present general closed-form expressions for the SEP with arbitrary selection weights given imperfect channel estimation and selection in time-varying channels. These expressions are specialized to analyze the performance of the optimal weighted selection rule developed in this paper as well as the conventional no-weighting selection rule. These results significantly generalize those in [24], which considered the simpler case of \( L = 1 \).

The second major contribution of the paper lies in highlighting and addressing, for the first time, the problem of how to best allocate the available \( L \) RF chains when \( L \) is not an integer divisor of \( N \). This scenario can easily happen in a practical implementation of AS since the choice of \( L \) is primarily driven by hardware cost considerations.

The issues that arise are best explained using Fig. 1, which illustrates the training process for AS with \( N = 5 \) antennas and \( L = 2 \) RF chains. To estimate the channels of all 5 antennas, at least 3 pilot transmissions are needed. The first pilot transmission helps estimate the channels of antennas #1 and #2 and the second one helps estimate the channels of antennas #3 and #4. Notably, for the third pilot, only one antenna (#5) remains to be estimated, which requires only one of the two available RF chains. We shall call the unused RF chain as a training void. Such voids do not occur when \( L \) divides \( N \), as is trivially true for \( L = 1 \).

Instead of leaving the RF chains unused, we propose connecting them to some of the antennas, which we term void-filling. A key question that then arises is which antenna to connect to the unused RF chain: #1, #2, #3, or #4? This choice affects not just selection but also the subsequent data demodulation since the receiver will have two estimates — outdated by different amounts — of the channel gain for the antenna so connected, and only one estimate for the other antennas. In general, with \( N \) receive antennas and \( L \) RF chains, at least \( \lceil \frac{N}{L} \rceil \) training symbols are required, and \( L \lceil \frac{N}{L} \rceil - N \) RF chains are unused in the last pilot symbol, where \( \lceil \cdot \rceil \) and \( \lfloor \cdot \rfloor \) denote the ceiling and floor functions, respectively.

Our SEP analysis shows that even random void-filling, which picks the antennas randomly to fill the voids, markedly improves performance. Choosing the antennas intelligently by taking into account the estimates that have already been obtained for some of the antennas improves performance even further. To this end, we develop a near-optimal void-filling criterion. To help understand it, we also compare its performance with two other intuitive, but sub-optimal, void-filling criteria. Of these, the first one, which has been mentioned earlier, picks the antennas randomly and provides analytical insights into the performance benefits from void-filling. Furthermore, given any void-filling criterion, we also derive the corresponding rule for determining the optimal antenna subset that should be selected to receive data. The results are then extended to handle the problem of receiving a packet, which can be coded or uncoded, such that all its symbols are received by the same antenna subset. To the best of our knowledge, this is the first paper that addresses the practical problem of training voids in receive AS.

The outline of this paper is as follows. The AS training and data transmission models are described in Sec. II and analyzed in Sec. III. Void-filling is investigated in Sec. IV. Simulation results and conclusions follow in Sec. V and Sec. VI, respectively. Several mathematical derivations are relegated to the Appendix.

II. SYSTEM MODEL

Consider a system with one transmit antenna, \( N \) receive antennas, and \( 1 \leq L < N \) receive RF chains. Let \( h_k(t) \) denote the frequency-flat channel between the transmitter and the \( k^{th} \) receive antenna at time \( t \). It is modeled as a circularly symmetric complex Gaussian random variable (RV) — abbreviated henceforth as \( CN \) — with unit variance. Furthermore, the channel gains for different receive antennas are assumed to be independent and identically distributed (i.i.d.), which happens when the antennas are at least half a wavelength apart in a rich scattering environment.

A. Channel Estimation

To enable the receiver to estimate the channel gains of all \( N \) antennas, the transmitter first sends \( \lceil \frac{N}{L} \rceil \) pilots sequentially in time, as illustrated in Fig. 1. The receiver obtains channel estimates of \( L \) antennas from each pilot. Two consecutive pilot symbols are separated in time by a duration \( T_p \).\(^1\) The pilots are followed by \( d \) data symbols. Each pilot and data symbol has a duration \( T_s \) and an average energy \( E \). As discussed, \( T_p \) can be much larger than \( T_s \) in practice. Since the channel gains are assumed to be i.i.d., the specific order in which the estimates are obtained for different antennas does not matter. We shall, therefore, assume without loss of generality (wlog) that the channel gains of antennas \( 1, \ldots, L \) are estimated at time \( T_1 \), of antennas \( L + 1, \ldots, 2L \) are estimated at time \( T_2 \), and so on, where \( T_2 - T_1 = T_3 - T_2 = \cdots = T_{L+1} - T_L = T_p \).

The \( k^{th} \) receive antenna’s channel gain gets estimated from the pilot sent at time \( T_{\lceil \frac{k}{L} \rceil} \), for which the received signal is given by

\[
r_k \left( T_{\lceil \frac{k}{L} \rceil} \right) = \sqrt{E} h_k \left( T_{\lceil \frac{k}{L} \rceil} \right) + n_k \left( T_{\lceil \frac{k}{L} \rceil} \right),
\]

\(^1\)Note that \( T_p \) also captures the inter-packet spacing required to switch between antennas. However, the switching time is typically small compared to a packet duration.
where \( n_k(t) \) is \( CN \) with variance \( N_0 \) and is independent of \( h_k(t_i) \), and \( p \) is the pilot symbol; \( \log |p| = 1 \). The minimum mean square error (MMSE) channel estimate for the \( k \)th receive antenna at time \( t_i \), the time when the \( i \)th data symbol is received, can be shown to be

\[
\hat{h}_k(t_i) = \mathbb{E} [ h_k(t_i) | r_k (T_i^T) ] ,
\]

\[
= \sqrt{E p_k \rho_k^{(i)}} r_k (T_i^T) \frac{E h_k (T_i^T) + c_k}{E + N_0} ,
\]

(2)

where \( \rho_k^{(i)} = \mathbb{E} [ h_k (t_i) h_k (T_i^T)^* ] \) is the correlation between \( h_k (t_i) \) and \( h_k (T_i^T) \) and \( c_k = \sqrt{E p_k \rho_k^{(i)} / (E + N_0)} \). The channel correlation coefficient depends on the time difference \( t_i - T_i^T \) and the Doppler spectrum [24].

### B. Selection of Antenna Subset and Data Reception Using It

As we shall see, selecting \( L \) antennas with the highest estimated channel gains is not optimal when the channel estimates of different antennas are outdated by different amounts. Hence, we propose the following subset selection rule, in which the channel estimates are first weighted and then ordered:

\[
w_{[1],i} | \hat{h}_{[1]}(t_i) |^2 > \cdots > w_{[N],i} | \hat{h}_{[N]}(t_i) |^2 ,
\]

(3)

where \( [k] \) denotes the index of the antenna with \( k \)th largest weighted estimated channel gain. The selected \( L \)-element antenna subset

\[
\Omega_L = \{ [1], [2], \ldots, [L] \}
\]

is used for receiving data. We will show in Theorem 2 that linear weighting is indeed the SEP-optimal selection strategy.

The pilots are followed by \( d \) data symbols \( s_1, \ldots, s_d \). When the \( i \)th data symbol, \( s_i \), is transmitted at time \( t_i \), the signal received by the antenna subset \( \Omega_L \) after matched filtering is

\[
y_k(t_i) = h_k(t_i) s_i + n_k(t_i) , \quad k \in \Omega_L .
\]

(5)

The data symbols are drawn with equal probability from the MPSK constellation.

### III. SEP Analysis with Optimal Subset Selection

In our analysis, we shall use extensively some standard results on conditional Gaussian RVs and on MMSE estimation. We first summarize our notation and these standard results below.

#### A. Notation and Standard Gaussian RV Results

For brevity, we denote \( \hat{h}_k(t_i) \) by \( \hat{h}_k \), \( n_k(t_i) \) by \( n_k \), and \( y_k(t_i) \) by \( y_k \). \( x^* \) denotes the complex conjugate of \( x \). \( \{ x_i \}_{i=1}^N \) denotes the set \( \{ x_1, \ldots, x_N \} \), and \( S^L \) denotes the complement of a set \( S \). \( P_n \) is the set of all permutations of the set \( \{ 1, \ldots, n \} \). And, \( C(l,n) \) is the set of all \( l \) element subsets of the set \( \{ 1, \ldots, n \} \). The Hermitian transpose and transpose will be denoted by \( (\cdot)^H \) and \( (\cdot)^T \), respectively. The probability of an event \( A \) and the conditional probability of \( A \) given \( B \) are denoted by \( \Pr (A) \) and \( \Pr (A|B) \), respectively. For an RV \( X \), its probability density function (PDF) is denoted by \( p_X(x) \), and \( \mathbb{E} [X] \) and \( \text{var} [X] \) shall denote its expectation and variance, respectively. The moment generating function (MGF) of \( X \) is denoted by \( M_X(s) \) and equals \( \int_0^{\infty} p_X(x) \exp (-sx) dx \). Similarly, \( p_{X \mid A}(x) \), \( \mathbb{E} [X \mid A] \), \( \text{var} [X \mid A] \), and \( M_{X \mid A}(s) \) shall denote the conditional PDF, expectation, variance, and MGF, respectively, of \( X \) given \( A \).

#### Useful Results

If \( X \) and \( Y = [Y_1, \ldots, Y_M]^T \) are zero-mean jointly Gaussian, then

\[
\mathbb{E} [X | Y] = \mathbb{E} [XY^\dagger] \mathbb{E} [YY^\dagger]^{-1} Y ,
\]

\[
\text{var} [X | Y] = \mathbb{E} [X] - \mathbb{E} [XY^\dagger] \mathbb{E} [YY^\dagger]^{-1} \mathbb{E} [YX^\dagger] .
\]

(6)

(7)

The MMSE estimate of \( X \), denoted by \( \hat{X} \), given the observation \( Y \) is \( \hat{X} = \mathbb{E} [X | Y] \). It satisfies

\[
\mathbb{E} [X \hat{X}] = \hat{X} ,
\]

\[
\text{var} [X \hat{X}] = \text{var} [X] - \text{var} [\hat{X}] ,
\]

\[
\text{var} [\hat{X}] = \mathbb{E} [XY^\dagger] \mathbb{E} [YY^\dagger]^{-1} \mathbb{E} [YX^\dagger] .
\]

(8)

(9)

(10)

(11)

We now analyze the SEP for an MPSK symbol received at time \( t_i \) for receiving AS with imperfect and outdated CSI. The analysis can be generalized to MQAM, as well.

#### B. Decision Variable and its Statistics

Conditioned on \( \hat{h}_k \) and \( s_i \), it follows from (5) that \( y_k \) is a complex Gaussian RV. From (8) and (10), its conditional mean and variance are given by

\[
\mathbb{E} [y_k | \hat{h}_k, s_i] = s_i \hat{h}_k ,
\]

\[
\text{var} [y_k | \hat{h}_k, s_i] = \mathbb{E} [1 + \gamma^{-1} - \rho_k^{(i)} (1 + \gamma^{-1})^{-1}] .
\]

(12)

(13)

Here, \( \gamma \triangleq \frac{E}{N_0} \) is the average signal-to-noise-ratio (SNR) per receive antenna. The derivation is relegated to Appendix A. Note that the variance of \( \hat{h}_k \) is different for antennas that are estimated at different times.

The maximum likelihood (ML) decision variable, \( D_i \), for detecting \( s_i \) received at time \( t_i \) is based on the observables \( y_k \) and \( \hat{h}_k \), for \( 1 \leq k \leq N \). Accounting for the different variances of signals received by different antennas, the decision variable \( D_i \), which is based on maximum ratio combining (MRC), is

\[
D_i = \sum_{k \in \Omega_L} \frac{\hat{h}_k y_k}{(1 + \gamma^{-1})^2 - |\rho_k^{(i)}|^2} .
\]

(14)

Therefore, \( D_i \) conditioned on \( \Omega_L \), \( \{ \hat{h}_k, k \in \Omega_L \} \), and \( s_i \) is a complex Gaussian RV. As shown in Appendix B, its conditional mean \( \mathbb{E} [D_i | s_i] \) and conditional variance \( \text{var} [D_i | s_i] \) are related by

\[
\frac{\mu_{D_i}}{s_i} = \frac{\sigma_{D_i}^2}{E (1 + \gamma^{-1})^{-1}} = \sum_{k \in \Omega_L} \frac{|\hat{h}_k|^2}{(1 + \gamma^{-1})^2 - |\rho_k^{(i)}|^2} .
\]

(15)
C. General SEP Expression with Arbitrary Selection Weights

**Theorem 1:** With outdated and noisy channel estimates, the SEP of the $i^{th}$ MPSK symbol (transmitted at time $t_i$), when the selection weight for antenna $k$ is $w_{k,i}$, is given by

$$ SE_{i}(\gamma) = \frac{1}{\pi} \sum_{\lambda \in \mathcal{P}_N} \left[ \prod_{k=1}^{N} \left( \sum_{m=1}^{\lceil \frac{N}{L} \rceil} \alpha_{\lambda(m)} \right) \right]^{-1} \sum_{\lambda' \neq \lambda} \left[ \prod_{m=1}^{\lceil \frac{N}{L} \rceil} \frac{f_{n}(\lambda)}{f_{n}(\lambda') - f_{n}(\lambda)} \right] \times \left( \frac{M-1}{M} \pi + 1 \right) \tan^{-1}\left( \frac{1+f_{n}(\lambda) \tan\left( \frac{\pi}{M} \right)}{1+f_{n}(\lambda')} \right),$$

(16)

where the summation is over all permutations $\lambda \in \mathcal{P}_N$, and $f_{n}(\lambda)$ is given by

$$ f_{n}(\lambda) = \left\{ \begin{array}{ll}
\left( \sum_{m=1}^{\lceil \frac{N}{L} \rceil} \frac{1}{1+\gamma \rho_{\lambda(m)}} \right) \left( \sum_{m=1}^{\lceil \frac{N}{L} \rceil} \frac{1}{1+\gamma \rho_{\lambda(m)}} \right)^{-1}, & \text{if } n \leq L \\
\left( \sum_{m=1}^{\lceil \frac{N}{L} \rceil} \frac{1}{1+\gamma \rho_{\lambda(m)}} \right)^{-1}, & \text{if } n > L
\end{array} \right.$$

$\beta_k = \frac{(1+\gamma^{-1})\sin\left(\frac{\pi}{N}\right)}{(1+\gamma^{-1})^2-\rho_k^{(i)}}, \quad \alpha_k = \frac{w_{k,i} \rho_k^{(i)^2}}{1+\gamma^2+\gamma \rho_k^{(i)}}.$

**Proof:** The proof is given in Appendix C.

Note that the summation involves $N!$ terms and gets increasingly more computationally intensive as $N$ increases. However, only few of these terms contribute significantly to the SEP. Intuitively, the permutations that are aligned with the order of weights are more likely and will contribute more. Hence, the SEP expression can be approximated by fewer terms. However, a systematic procedure to identify the most relevant terms is beyond the scope of this paper.

D. SEP-optimal Subset Selection Rule

We now characterize the optimal weights that minimize the SEP expression derived above.

**Theorem 2:** Linearly weighting the estimated channel gains, as done in (3), is the SEP-optimal strategy. The optimal selection weights that minimize the SEP of the $i^{th}$ MPSK symbol are

$$ w_{k,i}^{\text{opt}}(\gamma) = \frac{1}{(1+\gamma^{-1})^2 - \left| \rho_k^{(i)} \right|^2}, \quad 1 \leq k \leq N.$$

(17)

**Proof:** The proof is given in Appendix D.

The above result generalizes the optimal selection rule and the SEP expression derived in [24] for single receive antenna selection. Interestingly, the optimal weights do not depend on the subset size, $L$. The smaller the correlation $\rho_k^{(i)}$, the smaller the weight $w_{k,i}^{\text{opt}}$, which makes intuitive sense. Further, the optimal selection weights – and, hence, the selected antenna – depend on $i$ and can differ for data symbols transmitted at different times. Interestingly, using MMSE channel prediction to handle the time variations leads to $w_{k,i} = 1$. Thus, Theorem 2 also shows that the conventional approach of selecting the antenna subset with the $L$ largest $\left| \hat{h}_k \right|^2$, $1 \leq k \leq N$, is not SEP-optimal even though it uses the MMSE predicted values of the channel gains.

IV. Void-Filling: Optimal Subset Selection and Void-Filling Criteria

As mentioned, when $L$ does not divide $N$, $\nu = L \left\lceil \frac{N}{L} \right\rceil - N$ RF chains are left unused when receiving the last pilot (sent at time $T[\frac{\nu}{L}]$). Connecting these unused RF chains to some of the receive antennas gives two correlated observations, which can be jointly used to obtain a refined estimate of their time-varying channel gain. Doing so reduces SEP. The following two important questions then naturally arise: (i) which $v$ antennas should be chosen to fill the voids, and (ii) once the voids are filled and estimates are obtained, which $L$ antenna subset to select for receiving the data. We will address these issues in this section.

Let $S_v$ denote the $v$-element subset of receive antennas that is chosen to fill the training voids. We first derive the optimal subset selection rule given $S_v$, and show that it is different from that in Sec. III-D. This will help us then determine the optimal $S_v$ itself.

A. Optimal Subset Selection Given a Void-Filling Criterion

For an antenna $k \in S_v$, the receiver makes two observations – one at time $T[\frac{\nu}{L}]$ (given by (1)) and the other at time $T[\frac{\nu}{L}']$. The latter equals

$$ r_k^* \left( T[\frac{\nu}{L}] \right) = \sqrt{E} h_k^* \left( T[\frac{\nu}{L}] \right) + n_k \left( T[\frac{\nu}{L}] \right), \quad k \in S_v. \quad (18) $$

**Lemma 1:** For $k \in S_v$, the refined MMSE estimate, denoted by $\hat{h}_k$, of the $k^{th}$ fading link at time $t_i$, obtained from the observations $r_k^* \left( T[\frac{\nu}{L}] \right)$ and $r_k^* \left( T[\frac{\nu}{L}'] \right)$, takes the form

$$ \hat{h}_k = \frac{p^*}{\sqrt{E}} r_k^* \left( T[\frac{\nu}{L}] \right) \rho_k^{(i)} - \frac{\xi_k \rho_k^{(i)} + \gamma^{-1} \rho_k^{(i)}}{(1+\gamma^{-1})^2 - \left| \xi_k \right|^2} + \frac{p^*}{\sqrt{E}} r_k^* \left( T[\frac{\nu}{L}'] \right) \rho_k^{(i)} - \frac{\xi_k \rho_k^{(i)} + \gamma^{-1} \rho_k^{(i)}}{(1+\gamma^{-1})^2 - \left| \xi_k \right|^2}, \quad (19) $$

where $\xi_k$ is the correlation between $h_k \left( T[\frac{\nu}{L}] \right)$ and $h_k \left( T[\frac{\nu}{L}'] \right)$, and $\rho_k^{(i)}$ is the correlation between $h_k \left( T[\frac{\nu}{L}] \right)$ and $h_k(t_i)$. Further, $\hat{h}_k$ is $CN$ with variance given by

$$ \text{var} \left( \hat{h}_k \right) = \sigma_k^2 = \frac{\left( \left| \rho_k^{(i)} \right|^2 + \left| \rho_N^{(i)} \right|^2 \right) - 2 \xi_k \rho_k^{(i)} \rho_N^{(i)}}{(1+\gamma^{-1})^2 - \left| \xi_k \right|^2}. \quad (20) $$

**Proof:** The proof is given in Appendix E.

We will now show that, given $S_v$, the optimal subset selection rule again linearly weights the channel estimates. However, the optimal weights turn out to be different from those in (17). This is because refining a channel estimate using the second observation changes its variance.

**Theorem 3:** When the voids are filled with antenna subset $S_v$, the optimal antenna subset that minimizes the SEP of the MPSK symbol received at time $t_i$ is given by

$$ \Omega_L = \left\{ [1'], [2'], \ldots, [L'] \right\}, $$

(21)
Thus, the parameters $\hat{\sigma}_n^2$ and $\sigma_n^2$ are refined due to void-filling. 

\section*{B. Void-Filling Criteria}

Having found the optimal subset selection rule given $S_v$, we now investigate different criteria to determine $S_v$ itself. It is a subset of $\{1, 2, \cdots, L \left\lceil \frac{N}{L} \right\rceil \}$, which is the set of all antennas that have been sounded exactly once before.

1) Random Void-Filling: The simplest strategy is to randomly pick $v$ distinct elements from the set $\{1, 2, \ldots, L \left\lceil \frac{N}{L} \right\rceil \}$. For this void-filling criterion, the SEP is derived in closed-form below.

**Theorem 4**: With random void-filling and optimal subset selection (as per Theorem 3) the SEP of an MPSK symbol transmitted at time $t_i$ is given by

$$\text{SEP}_i(\gamma) = \frac{1}{\pi} \sum_{\omega \in \left(\frac{\omega}{2\pi}\right)} N \sum_{n=1}^{N/2} \left( \sum_{k=1}^N \frac{\Delta \lambda(k)(\omega)}{\Delta \lambda(m)(\omega)} \right)^{-1} \prod_{k=1}^{N} \frac{f_n^2(\lambda)}{f_n^2(\lambda) - f_n^2(\lambda)}$$

$$\times \left[ \frac{M-1}{M} \pi + \frac{f_n^2(\lambda)}{1+f_n^2(\lambda)} \tan^{-1} \left( \frac{1+f_n^2(\lambda)}{f_n^2(\lambda)} \tan^{-1} \left( \frac{\pi}{M} \right) \right) \right],$$

(23)

For $n \leq L$, $f_n^2(\lambda) = \frac{n}{\sum_{p=1}^{n} \Delta \lambda(p)/(\omega)}^{-1}$ \footnote{The intuition behind the assumption is as follows. From Theorem 3, we see that the optimal weight for an antenna with a refined estimate is greater than that for an antenna with one estimate. Hence, antennas in $S_v$ are more likely to be selected. Given this assumption, the subsequent results are exact, which is why the resultant void-filling criterion is called a near-optimal one.} and, for $n > L$,

$$f_n^2(\lambda) = L \left[ \frac{1}{\sum_{p=1}^{n} \Delta \lambda(p)/(\omega)}^{-1} \right]$$

$$\Delta \lambda(\omega) = \frac{\sin^2(\frac{\pi}{L})}{\sin^2(\frac{\pi}{M})},$$

for $k \notin \omega$, and $\Delta \lambda(\omega) = \frac{\sin^2(\frac{\pi}{L})}{\sin^2(\frac{\pi}{M})}$, for $k \in \omega$.

**Proof**: The proof is given in Appendix G. 

Thus, random void-filling is an analytically tractable criterion and serves as a good benchmark to compare other void-filling criteria against.

2) Void-Filling Using Antennas With Largest Linearly Weighted Estimates: In Sec. III-D, when all $N$ channel estimates are available, we saw that an antenna $k$ got selected for data reception at time $t_i$ depending on its weighted channel estimate $w^\text{opt}_{k,i}$, where $w^\text{opt}_{k,i}$ is given by Theorem 2. This motivates the following void-filling criterion that, unlike random void-filling, exploits the channel estimates that are available at the receiver for some of the antennas.

**Criterion 1**: Choose the $v$ antennas to fill voids that have the $v$ largest weighted channel estimates among $\mathcal{W} \left\{ \left\{ w^\text{opt}_{k,i} | h_k^2 \right\} \right\}$, where $w^\text{opt}_{k,i}$ is the SEP-optimal weight for the $k$th antenna and the $i$th MPSK symbol.

Intuitively, the antennas that are most likely to be picked based on the $L \left\lceil \frac{N}{L} \right\rceil$ channel estimates obtained thus far are chosen, and their channel estimates are refined. A closed-form expression for the SEP for this void-filling criterion is analytically intractable since $S_v$ now depends on $h_1, h_2, \ldots, h_{L \left\lceil \frac{N}{L} \right\rceil}$.

3) Near-Optimal Void-Filling Criterion: Having considered two intuitive void-filling criteria, we now determine the optimal criterion for determining $S_v$. It is chosen so that when it is followed by its corresponding optimal subset selection (as per Theorem 3), it minimizes the SEP of demodulating the data symbol transmitted at time $t_i$. For this, we need an expression for the SEP that is conditioned on $S_v$ and $\{h_k, k \in S_v\}$. The optimal $S_v$ is the subset that minimizes this SEP expression. However, deriving such an expression is analytically intractable, as was also the case for the simpler void-filling criterion considered earlier in Sec. IV-B2.

To circumvent this problem, we assume that the optimal void-filling criterion ensures that an antenna that is used for void-filling will also be selected for data reception. The following important result, which leads to an single integral expression for the SEP, then follows.

**Theorem 5**: The SEP of an MPSK symbol, transmitted at time $t_i$, conditioned on $S_v$ and $\{h_k, k \in S_v\}$ and under the assumption that an antenna used for void-filling is also used for data reception, is given by

$$\text{SEP}_i(S_v, \{h_k, k \in S_v\}) = \frac{1}{\pi} \sum_{\lambda \in \mathcal{P}} \prod_{k=1}^{N/2} \left( \sum_{m=1}^{N} \frac{\Delta \lambda(k)}{\Delta \lambda(m)} \right)^{-1} \prod_{k=1}^{N/2} \sin^2(\theta)$$

$$\times \left[ 1 + \left( \frac{\sigma_k^2}{\sigma_k^2 + \sin^2(\frac{\pi}{L})} \right) \right],$$

(24)

For $n \leq L$, $g_n(\lambda) = \frac{1}{\sum_{p=1}^{n} \Delta \lambda(p)/(\omega)}^{-1}$ \footnote{The intuition behind the assumption is as follows. From Theorem 3, we see that the optimal weight for an antenna with a refined estimate is greater than that for an antenna with one estimate. Hence, antennas in $S_v$ are more likely to be selected. Given this assumption, the subsequent results are exact, which is why the resultant void-filling criterion is called a near-optimal one.} and, for $n > L$,

$$g_n(\lambda) = (L - v) \left[ \frac{1}{\sum_{p=1}^{n} \Delta \lambda(p)/(\omega)}^{-1} \right]$$

$$\Delta \lambda(k) = \left( \frac{\sin^2(\frac{\pi}{L})}{\sin^2(\frac{\pi}{M})} \right).$$

**Proof**: The derivation is relegated to Appendix H. 

The optimal antenna subset, $S_v$, that should be used for void-filling can now be determined by computing (24) for different subsets and choosing the one that yields the smallest SEP. Evaluating it is considerably less computationally intensive than using Monte Carlo simulations-based averaging techniques. We also see that the above optimal void-filling criterion does not linearly weight the estimates, unlike the approach of Sec. IV-B2. Note, however, that the corresponding optimal subset selection rule of Theorem 3 (given $S_v$) does linearly weight the estimates. It may even select an antenna not in $S_v$, though the odds of this are small.

V. SIMULATIONS

We now verify and study the results derived in Secs. III and IV. While our analysis is valid for arbitrary Doppler spectra, we use the classical Jakes spectrum in our simulations. Therefore, the correlation values for $k = 1, 2, \ldots, N$ and $i = 1, 2, \ldots, d$, are given by $p^{(i)}_k = J_0(2\pi f_d ((\frac{N}{T_p} - [\frac{k}{d}]) T_p + iT) t)$ and $\xi_k = J_0(2\pi f_d (([\frac{N}{T} - \frac{k}{d}] T_p) t)$, where $J_0(.)$ is the zeroth order Bessel function of the first kind [25] and $f_d$ is the maximum Doppler frequency. The figures are plotted for $T_p = 10T_s$. We first study the case without void-filling, and then investigate the impact of void-filling.

Figure 2 compares the SEPs of the optimal and conventional (no-weighting) subset selection rules. This is done for the 1st, 5th, and 10th data symbols, which are transmitted at times $t_1$, $t_5$, and $t_{10}$, respectively. The figure is plotted for 16PSK with $N = 4$ antennas, $L = 2$ RF chains, and a normalized Doppler spread of $f_d T_p = 0.06$. In this case, no voids occur since $L = 2$ is a divisor of $N = 4$. We observe that optimal weighting significantly outperforms no-weighting. For data symbols that are transmitted later, we see that: (i) the SEP increases for both the weighting schemes as the channel estimates become more outdated, and (ii) the relative gains obtained by using the optimal selection weights decrease because the relative variation among the weights of different antennas decreases. Notice also that the analytical and simulation results agree with each other for both the weighting schemes. Therefore, we no longer plot simulation results. Also, since the SEP behavior is qualitatively similar for different $t_i$, we shall henceforth focus on the SEP of the 1st ($i = 1$) data symbol.

The effect of the number of RF chains, $L$, on the SEP is investigated in Fig. 3 for different weighted selection schemes. This is done for 16PSK with $N = 6$ antennas and $f_d T_p = 0.06$. Since $f_d T_p > 0$, an error floor occurs due to outdated channel estimates. Optimal weighting significantly reduces this error floor. At a given SNR, the performance gain from using optimal selection weights over no-weighting decreases as $L$ increases. And, when $L = N$, where there is no antenna selection, no performance gain occurs.

Figure 4 plots the SEP as a function of normalized Doppler spread for different selection weights and for different $L$ at an SNR of $\gamma = 20$ dB. As the Doppler spread increases, the SEP increases, as expected, since the channel estimates become more outdated. The gains from using the optimal selection weights are evident at all the Doppler spreads.
A. Impact of Void-Filling

Figure 5 shows the decrease in SEP achieved by random void-filling compared to no void-filling. The SEP is plotted for 8PSK and $N = 5$ with $L = 3$ and $L = 4$. For random void-filling, both analytical and simulation results are plotted, and match very well. The plot brings out the following interesting anomaly that occurs when the voids are not filled. In this case, at high SNR, the SEP for $L = 4$ is worse than $L = 3$. This is because how outdated the estimates are affects the SEP the most, at higher SNRs. With $L = 4$, only one out of the 5 antennas gets a fresh (less outdated) estimate from the last (second) pilot and there are three unused RF chains while receiving the second pilot symbol. $L = 3$ does better since two antennas get a fresh estimate from the second (last) pilot and there is one unused RF chain while receiving the second pilot symbol. However, with void-filling, the number of fresh estimates is always $L$ since $L$ antennas are always trained from the last pilot. Therefore, the SEP monotonically decreases as $L$ increases for all SNR.

The performance of all the three void-filling criteria developed in Sec. IV-B is compared in Fig. 6 for $L = 3$ and $N = 7$. In this case, there are two training voids when the last (third) pilot is received. All three void-filling criteria outperform no void-filling. Even random void-filling reduces the SEP by an order of magnitude at an SNR of 20 dB. Furthermore, optimal void-filling outperforms linear weighted void-filling, which, in turn, outperforms random void-filling.

B. Subset Selection and Void-Filling to Receive Packets

In the theory developed thus far, we saw that the subset selection weights and, therefore, the optimal antenna subset depend on the time, $t_i$, at which the $i$th data symbol is received, and may be different from one symbol to the other. In practice, the non-zero time required to switch between antennas imposes the additional constraint that all the $d$ data symbols of a packet must be received by the same antenna subset. Motivated by our above results, we propose the following sub-optimal subset selection rule for receiving the entire packet using the same antenna subset.

Criterion 2: Find the SEP-optimal $L$-antenna subset for each data symbol in the packet (using Theorem 2). Then, choose the $L$ antennas that will be selected for the most number of data symbols.

In addition, when $L$ does not divide $N$, the subset of antennas chosen to fill training voids must be the same for all the data symbols since the last training symbol (in which voids occur) precedes the reception of the multiple data symbols (see Fig. 1). We propose the following sub-optimal void-filling criterion, which is again motivated by our results for symbol-by-symbol reception.

Criterion 3: For each data symbol of the packet, find the $v$-antenna subset that should be used for void-filling (as per Sec. IV-B). Then, choose the $v$ antennas that will be selected most often.

Once the voids are filled, the sub-optimal subset selection rule mentioned above, which uses the weights as per Theorem 3, determines the antenna subset that will receive the packet. Note that the above rule can be applied to both coded and uncoded data packets.
To illustrate the efficacy of the above rules, we consider reception of a packet encoded using a practical rate 1/3 convolutional code, with generator polynomial $[133\ 171\ 165]$, which is specified in the 3GPP cellular systems standard [26]. Hard decision Viterbi decoding is performed at the receiver. Figure 7 considers the case where $L$ divides $N$, and shows that the above subset selection rule outperforms conventional no-weighting based selection. The case where $L$ does not divide $N$, which requires both void-filling and subset selection, is considered in Fig. 8. Both near-optimal (Sec. IV-B3) and random void-filling (Sec. IV-B1) outperform no-void-filling.

VI. CONCLUSIONS

We investigated training and selection criteria for receive antenna subset selection in time-varying channels given the practical AS training constraints imposed by next generation wireless standards. The fact that the channel estimates of different antennas are outdated by different amounts affects the optimal subset selection rule and the overall system performance. We showed that, in order to minimize the SEP, the optimal subset of antennas should be selected on the basis of a linear weighting of the channel estimates. We developed closed-form expressions for the selection weights and the SEP of MPSK with optimal subset selection for any $L$.

We encountered the problem of training voids, which occurs when $L$ does not divide $N$, when some of the RF chains remained unused in receiving the last pilot. We showed that filling the voids, i.e., using the unused RF chains to refine the estimates already obtained for some of the antennas, significantly reduces the SEP. We showed that the optimal subset selection rule still uses a linear weighting of the refined channel estimates, albeit with different weights. Even choosing the antennas randomly to fill the voids reduces SEP significantly, and provides an analytically tractable performance benchmark. Taking into account the channel estimates that have been obtained for some of the antennas yields further performance gains. To this end, we derived a near-optimal void-filling rule and an expression for its SEP. We also saw that the theory developed for SEP with symbol-by-symbol subset selection motivates effective sub-optimal selection and void-filling rules for receiving coded or uncoded data packets under the additional practical constraint that all the data symbols of a packet must be received by the same antenna subset.

APPENDIX

A. Derivation of the Conditional Mean and Variance of $y_k$

The result about the conditional mean directly follows from (8) since $\hat{h}_k$ is the MMSE estimate of $h_k$ and $n_k$ is independent of $\hat{h}_k$. The conditional variance result is derived as follows. From (1), it follows that $\text{var} \left[ y_k | \hat{h}_k, s_i \right] = \text{var} \left[ h_k | \hat{h}_k \right] E + N_0$. From (10), we have $\text{var} \left[ h_k | \hat{h}_k \right] = 1 - \text{var} \left[ \hat{h}_k \right]$, and from (2), it can be shown that

$$\text{var} \left[ \hat{h}_k \right] = \left| \rho_k^{(i)} \right|^2 \left( \frac{E}{E+N_0} \right)^2 + \sigma_e^2 = \left| \rho_k^{(i)} \right|^2 \frac{1}{1+\gamma^{-1}}. \quad (25)$$

Combining these results yields the desired expression.

B. Derivation of the Conditional Mean and Variance of $\mathcal{D}_i$

Starting from (14), we get

$$\mu_{\mathcal{D}_i} \triangleq \mathbb{E} \left[ \mathcal{D}_i \mid \Omega_L, \left\{ \hat{h}_k, k \in \Omega_L \right\}, s_i \right], \quad (26)$$

$$= \sum_{k \in \Omega_L} \hat{h}_k \mathbb{E} \left[ y_k \mid \Omega_L, \left\{ \hat{h}_k, k \in \Omega_L \right\}, s_i \right]. \quad (27)$$

Using (12), this simplifies to $\mu_{\mathcal{D}_i} = s_i \sum_{k \in \Omega_L} \left| \hat{h}_k \right|^2 \left( 1+\gamma^{-1} \right)^2 - \left| \rho_k^{(i)} \right|^2$.

Similarly, from (14), we get

$$\sigma_{\mathcal{D}_i}^2 \triangleq \text{var} \left[ \mathcal{D}_i \mid \Omega_L, \left\{ \hat{h}_k, k \in \Omega_L \right\}, s_i \right], \quad (28)$$

$$= \sum_{k \in \Omega_L} \text{var} \left[ y_k \mid \Omega_L, \left\{ \hat{h}_k, k \in \Omega_L \right\}, s_i \right] \left( 1+\gamma^{-1} \right)^2 - \left| \rho_k^{(i)} \right|^2. \quad (29)$$

Substituting the expression for the conditional variance from (13) and simplifying gives the desired result.

C. Proof of Theorem 1

Since $\mathcal{D}_i$ conditioned on $\Omega_L$ and $\left\{ \hat{h}_k \right\}_{k \in \Omega_L}$ is a Gaussian RV, the standard SEP expression for MPSK is [27, (40)]

$$\text{SEP}_i \left( \Omega_L, \left\{ \hat{h}_k \right\}_{k \in \Omega_L} \right) = \frac{1}{\pi} \int_0^{\pi} \exp \left( -\frac{|\mu_{\mathcal{D}_i}|^2 E \sin^2 \left( \frac{\pi}{2} \right)}{\sigma_{\mathcal{D}_i}^2 \sin^2 \theta} \right) \, d\theta. \quad (30)$$
Substituting the expressions in (15) for the conditional mean and variance of $\mathcal{D}_i$, we get

$$\text{SEP}_i\left(\Omega_L, \left\{ \hat{h}_k \right\}_{k \in \Omega_L} \right) = \frac{1}{\pi} \int_0^{\pi} \exp \left( -\frac{\sin^2(\theta)}{\sin^2(\theta)} \sum_{k \in \Omega_L} \frac{(1+\gamma^{-1})}{1+\gamma^{-1}-\left|\rho_k^{(i)}\right|^2} \right) d\theta.$$  

Now, writing the above expression in terms of $\mathcal{D}$, we get

$$\text{SEP}_i\left(\Omega_L, \left\{ \hat{h}_k \right\}_{k \in \Omega_L} \right) = \frac{1}{\pi} \int_0^{\pi} \exp \left( -\frac{\sin^2(\theta)}{\sin^2(\theta)} \sum_{k \in \Omega_L} \frac{(1+\gamma^{-1})}{1+\gamma^{-1}-\left|\rho_k^{(i)}\right|^2} \right) d\theta.$$  

The integrand in the SEP expression in (32) is of the form $\exp \left( -\frac{1}{\sin^2 \theta} \sum_{k \in \Omega_L} \beta_k X_k^{(i)} \right)$, where $X_k^{(i)} \triangleq w_{k,i} \hat{h}_k$ is an exponential RV. From (25), we get $E\left[ X_k^{(i)} \right] \triangleq \alpha_k = w_{k,i} \left| \rho_k^{(i)} \right|^2 (1+\gamma^{-1})^{-1}$. Furthermore, $X_1^{(i)}, \ldots, X_N^{(i)}$ are mutually independent, but they are not identically distributed. When sorted in descending order, we get $X_1^{(i)} > X_2^{(i)} > \cdots > X_N^{(i)}$. The selection rule then selects the antenna subset $\Omega_L = \{1, \ldots, \tilde{L}\}$.

Let $Y \triangleq \sum_{k=1}^L \beta_k X_k^{(i)}$. Therefore, the SEP in (32) is equivalent to $\text{SEP}_i\left(\Omega_L, \left\{ \hat{h}_k \right\}_{k \in \Omega_L} \right) = \frac{1}{\pi} \int_0^{\pi} \exp \left( -\frac{Y}{\sin^2 \theta} \right) d\theta$. For a given permutation $\lambda$ of the set $\{1, 2, \ldots, N\}$, let $A_{\lambda}$ denote the event that it gives the sorted order above, i.e., $[1] = \lambda(1), [2] = \lambda(2), \ldots, [N] = \lambda(N)$. The expression for SEP, when averaged over fading and when conditioned over all possible $A_{\lambda}$, becomes

$$\text{SEP}_i(\gamma) = \frac{1}{\pi} \sum_{\lambda \in \mathcal{P}_N} \operatorname{Pr}(A_{\lambda}) \int_0^{\pi} \mathcal{M}_{Y|A_{\lambda}}\left( \frac{1}{\sin^2 \theta} \right) d\theta.$$  

Using the virtual branch combining (VBC) technique of [28], it can be shown that

$$\operatorname{Pr}(A_{\lambda}) = \prod_{k=1}^N \left\{ \frac{\alpha_k^{(i)}}{\alpha_{\lambda(m)}} \right\}^{-1} \mathcal{M}_{Y|A_{\lambda}}(y|A_{\lambda}) = \prod_{n=1}^N \frac{1}{1+yf_n(\lambda)},$$

where $f_n(\cdot)$ is as defined in the theorem statement. Substituting these in (33) results in

$$\text{SEP}_i(\gamma) = \frac{1}{\pi} \sum_{\lambda \in \mathcal{P}_N} \left( \prod_{k=1}^N \left\{ \frac{\alpha_k^{(i)}}{\alpha_{\lambda(m)}} \right\}^{-1} \right) \prod_{n=1}^N \frac{\sin^2 \theta}{\sin^2 \theta + f_n(\lambda)} d\theta.$$  

The partial fraction expansion of the integrand in (34) is

$$\prod_{n=1}^N \frac{\sin^2 \theta}{\sin^2 \theta + f_n(\lambda)} = \prod_{n=1}^N \frac{f_n(\lambda) - f_k(\lambda)}{\sin^2 \theta + f_n(\lambda)} \frac{\sin^2 \theta}{\sin^2 \theta + f_n(\lambda)}.$$  

The integral of each of the above terms can be written in closed-form using the following identity, which follows from [25, (2.562)]:

$$\int_0^{\pi} \frac{\sin^2 \theta}{\sin^2 \theta + f_n(\lambda)} d\theta = M - \frac{1}{\pi} \int_0^{\pi} \frac{\sin^2 \theta}{\sin^2 \theta + f_n(\lambda)} d\theta + \sqrt{\frac{f_n(\lambda)}{1 + f_n(\lambda)}} \tan^{-1} \left( \sqrt{\frac{1 + f_n(\lambda)}{f_n(\lambda)}} \tan \left( \frac{\pi}{M} \right) \right).$$

Substituting the above identity in (34) yields the desired result.

**D. Proof of Theorem 2**

From (31), the SEP conditioned on $\Omega_L$ and $\left\{ \hat{h}_k \right\}_{k \in \Omega_L}$ is given by

$$\text{SEP}_i\left(\Omega_L, \left\{ \hat{h}_k \right\}_{k \in \Omega_L} \right) = \frac{1}{\pi} \int_0^{\pi} \exp \left( -\frac{1}{\sin^2 \theta} \sum_{k \in \Omega_L} \frac{(1+\gamma^{-1})}{1+\gamma^{-1}-\left|\rho_k^{(i)}\right|^2} \right) d\theta.$$  

From the above equation, it follows that the subset $\Omega_L$ that minimizes the SEP of MPSK is

$$\Omega_L = \arg \max_{\omega \subseteq \{1, \ldots, N\}} \sum_{k \in \omega} \frac{1}{1+\gamma^{-1}-\left|\rho_k^{(i)}\right|^2} \left| \hat{h}_k \right|^2,$$  

$\omega$ is an $L$-element subset of $\{1, \ldots, N\}$. The key thing to note is that the function to be maximized in (35) is additive in $k$. This implies that the best antenna subset is simply the $L$ antennas with the $L$ largest values of $w_{k,i}^{opt} \left| \hat{h}_k \right|^2$, for $k = 1, \ldots, N$, where $w_{k,i}^{opt}$ is given in (17). Hence, the result follows.

**E. Proof of Lemma 1**

Since $h_k(t_i)$ and $r_k\left( T_i^{\pm} \right)$ are zero-mean jointly Gaussian, it follows from (6) that the MMSE estimate of $h_k(t_i)$, conditioned on $r_k\left( T_i^{\pm} \right)$, is

$$\hat{h}_k = \left[ \frac{\sqrt{E_p^{(i)}}}{\sqrt{E_p^{(i)}}} \right]^{-1} \left[ E(1+\gamma^{-1}) \xi_k E \left[ E(1+\gamma^{-1}) \right]^{-1} \left( r_k\left( T_i^{\pm} \right) \right) \right].$$

This is on account of the following results:

$$E\left[ h_k(t_i)r_k^*(T_i^{\pm}) \right] = \sqrt{E_p^{(i)}} \rho_k^{(i)},$$

$$E\left[ h_k(t_i)h_k^*(T_i^{\pm}) \right] = \sqrt{E_p^{(i)}} \rho_N^{(i)},$$

$$E\left[ r_k\left( T_i^{\pm} \right) r_k\left( T_i^{\pm} \right)^* \right] = \xi_k E.$$
Further,
\[ \mathbb{E} \left[ r_k \left( T_{\frac{\pi}{2}} \right) \right] = \mathbb{E} \left[ r_k \left( T_{\frac{\pi}{2}} \right) \right] = E \left( 1 + \gamma^{-1} \right). \]
Hence, (19) follows.
Since \( r_k \left( T_{\frac{\pi}{2}} \right) \) and \( r_k \left( T_{\frac{\pi}{2}} \right) \) are \( CN \), so is \( \tilde{h}_k \). Therefore, using (11), the variance of \( \tilde{h}_k \) can be derived.

**F. Proof of Theorem 3**

Let \( \Omega'_k \) denote the antenna subset selected for data reception given \( S \). Recall from (5) that the signal received at time \( t_i \) is \( y_k = h_k(t_i)s_i + n_k(t_i) \), for \( k \in \Omega'_k \).
From (8) and (10), we can show that, for \( k \in S \),
\[
\mathbb{E} \left[ y_k \bigg| \tilde{h}_k, s_i \right] = s_i \tilde{h}_k, \quad \text{(37)}
\]
\[
\text{var} \left[ y_k \bigg| \tilde{h}_k, s_i \right] = E \left( 1 + \gamma^{-1} - \sigma_k^2 \right). \quad \text{(38)}
\]
From (12) and (13), we also know that, for \( k \notin S \),
\[
\mathbb{E} \left[ y_k \bigg| \tilde{h}_k, s_i \right] = \tilde{s}_k \tilde{h}_k, \quad \text{(39)}
\]
\[
\text{var} \left[ y_k \bigg| \tilde{h}_k, s_i \right] = E \left( 1 + \gamma^{-1} - \frac{\left| \rho_k^{(i)} \right|^2}{1 + \gamma^{-1}} \right). \quad \text{(40)}
\]
When MRC is employed at the receiver, it follows from the above set of equations that the decision variable, \( D_i \), for data decoding is
\[
D_i = \sum_{k \in \Omega'_k} \frac{\left( \tilde{h}_k \right)^* y_k}{1 + \gamma^{-1} - \sigma_k^2}, \quad \text{(41)}
\]
where the summation is over the selected antenna subset (\( \Omega'_k \)),
\[
\tilde{h}_k = \begin{cases} \tilde{h}_k & \text{if } k \notin S, \\ \tilde{s}_k \tilde{h}_k & \text{if } k \in S. \end{cases} \quad \text{(42)}
\]
and
\[
\sigma_k^2 = \begin{cases} \frac{\left| \rho_k^{(i)} \right|^2}{1 + \gamma^{-1}} & \text{if } k \notin S, \\ \sigma_k^2 & \text{if } k \in S. \end{cases} \quad \text{(43)}
\]
Conditioned on \( S \), \( \Omega'_k \), \( \{ \tilde{h}_k, k \in \Omega'_k \} \), and \( s_i \), the decision variable \( D_i \) is a complex Gaussian RV. Using (37), (38), (39), and (40) the conditional mean and variance of \( D_i \) can be shown, along the lines of Appendix B, to be
\[
\mathbb{E} \left[ D_i \bigg| S, \Omega'_k, \{ \tilde{h}_k, k \in \Omega'_k \}, s_i \right] = \sum_{k \in \Omega'_k} s_i \left| \tilde{h}_k \right|^2 \left( 1 + \gamma^{-1} - \sigma_k^2 \right),
\]
\[
\text{var} \left[ D_i \bigg| S, \Omega'_k, \{ \tilde{h}_k, k \in \Omega'_k \}, s_i \right] = \sum_{k \in \Omega'_k} \frac{E \left| \tilde{h}_k \right|^2}{1 + \gamma^{-1} - \sigma_k^2}.
\]
Conditioned on \( S, \Omega'_k \), and \( \{ \tilde{h}_k \}_{k \in \Omega'_k} \), the SEP of an MPSK symbol transmitted at time \( t_i \) is, therefore,
\[
\text{SEP}_i \left( S, \Omega'_k, \{ \tilde{h}_k \}_{k \in \Omega'_k} \right) = \frac{1}{\pi} \int_{0}^{\frac{\theta}{\pi}} \exp \left[ - \sum_{k \in \Omega'_k} \left( \frac{\left| \tilde{h}_k \right|^2 \sin^2 \left( \frac{\theta}{2} \right)}{1 + \gamma^{-1} - \sigma_k^2} \sin^2 \theta \right) \right] d\theta. \quad \text{(44)}
\]
Thus, the SEP-optimal antenna subset, \( \Omega'_k \), should maximize
\[
\sum_{k \in \Omega'_k} \frac{1}{1 + \gamma^{-1} - \sigma_k^2} \left| \tilde{h}_k \right|^2,
\]
which also is additive in \( k \). The separability argument, as used earlier in Appendix D, then leads to the desired result.

**G. Proof of Theorem 4**

Using (44), the SEP of an MPSK symbol transmitted at time \( t_i \) can be written as
\[
\text{SEP}_i \left( S, \Omega'_k, \{ \tilde{h}_k \}_{k \in \Omega'_k} \right) = \frac{1}{\pi} \int_{0}^{\frac{\theta}{\pi}} \exp \left[ - \sum_{k \in \Omega'_k} \left( \frac{\left| \tilde{h}_k \right|^2 \sin^2 \left( \frac{\theta}{2} \right)}{1 + \gamma^{-1} - \sigma_k^2} \sin^2 \theta \right) \right] d\theta. \quad \text{(45)}
\]
Considering all possible random \( v \)-element subsets of the set \( \{ 1, \ldots, L \} \), the SEP averaged over all the subsets \( S \) is
\[
\text{SEP}_i \left( \Omega'_k, \{ \tilde{h}_k, k \in \Omega'_k \}, \{ \tilde{h}_k \}_{k=1}^{N} \right) = \frac{1}{\pi} \left( \frac{1}{\theta} \right) \int_{0}^{\frac{\theta}{\pi}} \exp \left[ - \sum_{k \in \Omega'_k} \left( \frac{\left| \tilde{h}_k \right|^2 \sin^2 \left( \frac{\theta}{2} \right)}{1 + \gamma^{-1} - \sigma_k^2} \sin^2 \theta \right) \right] d\theta.
\]
The integrand in the above SEP expression is of the form
\[
\text{exp} \left[ - \frac{1}{\sin^2 \theta} \sum_{k \in \Omega'_k} Z_k(\omega) \right], \quad \text{where } Z_k(\omega) \text{ is an exponential RV. Let } E[Z_k(\omega)] = \Delta_k(\omega). \text{ From (20) and (25), we have}
\]
\[
\Delta_k(\omega) = \begin{cases} \sigma_k^2 \sin^2 \left( \frac{\pi}{2} \right) & \text{for } k \in \omega, \\ \sigma_k^2 \sin^2 \left( \frac{\pi}{2} \right) & \text{for } k \notin \omega. \end{cases} \quad \text{(46)}
\]
Using VBC, as done in Theorem 1, and simplifying produces the desired result.
H. Proof of Theorem 5

When the antenna subset that is used for void-filling is also used for data reception, we have $S_v \subset \Omega_L$. Let $\Theta$ denote the $L - v$ element subset of the other antennas that are selected. For these antennas, only one observation is available for channel estimation. From Theorem 3, these antennas have the $L - v$ largest weighted channel estimates in the subset $\{ k \in \{ 1, 2, \ldots, N \} \setminus S_v \}$, with the weights given by (17). The SEP expression in (45) then simplifies to

$$\text{SEP}_v \left( S_v, \Theta, \left\{ \hat{h}_k, k \in S_v \right\}, \left\{ \hat{h}_k, k \in \Theta \right\} \right)$$

$$= \frac{1}{\pi} \int_0^{\frac{M - 4 \pi}{M}} \exp \left[ - \sum_{k \in S_v} \left( h \sin^2 \left( \frac{\pi}{M} \right) + \frac{\hat{h}_k^2 \sin^2 \left( \frac{\pi}{M} \right)}{1 + (1 + \gamma - 1 - \sigma_k^2 \sin^2 \theta) \sin^2 \theta} \right) d\theta. \right.$$ 

where $X_k^\theta = \frac{\hat{h}_k^2 \sin^2 \left( \frac{\pi}{M} \right)}{1 + (1 + \gamma - 1 - \sigma_k^2 \sin^2 \theta) \sin^2 \theta}$ is an exponential RV with mean

$$E[X_k^\theta] = \Lambda_k = \frac{\rho_k^2 \sin^2 \left( \frac{\pi}{M} \right)}{1 + (1 + \gamma - 1 - \sigma_k^2 \sin^2 \theta) \sin^2 \theta}.$$ 

Note that $\Theta$ is obtained by picking the largest $L - v$ elements of $\{ X_k^\theta, k \in \{ 1, 2, \ldots, N \} \setminus S_v \}$. Using VBC, the above SEP expression upon averaging over $\Theta$ simplifies to

$$\text{SEP}_v \left( S_v, \left\{ \hat{h}_k, k \in S_v \right\} \right) = \frac{1}{\pi \prod_{k \in P_{N-v}} \left[ \sum_{m=1}^{\Lambda(k)} \sum_{k \in \Lambda_m(k)} \left( 1 + \gamma - 1 - \sigma_k^2 \sin^2 \theta \right) \int_0^{\frac{M - 4 \pi}{M}} \prod_{n=1}^{N-v} \sin^2 \theta + g_n(\lambda) \right] \right.$$ 

where $g_n(\cdot)$ is as defined in the theorem statement. Conditioned on $S_v$, the estimates $\{ \hat{h}_k, k \in S_v \}$ are mutually independent. Hence, upon averaging the above expression over $\Theta$, we get

$$\left\{ \hat{h}_k, k \in S_v \right\}$$

and conditioning on $\left\{ \hat{h}_k, k \in S_v \right\}$, we get

$$\text{SEP}_v \left( S_v, \left\{ \hat{h}_k, k \in S_v \right\} \right) = \frac{1}{\pi} \frac{1}{\prod_{k \in P_{N-v}} \left[ \sum_{m=1}^{\Lambda(k)} \sum_{k \in \Lambda_m(k)} \left( 1 + \gamma - 1 - \sigma_k^2 \sin^2 \theta \right) \int_0^{\frac{M - 4 \pi}{M}} \prod_{n=1}^{N-v} \sin^2 \theta + g_n(\lambda) \right] \right.$$ 

where $g_n(\cdot)$ is defined in the theorem statement. Conditioned on $S_v$, the estimates $\{ \hat{h}_k, k \in S_v \}$ are mutually independent. Hence, upon averaging the above expression over $\Theta$, we get

$$\left\{ \hat{h}_k, k \in S_v \right\}$$

and conditioning on $\left\{ \hat{h}_k, k \in S_v \right\}$, we get

$$\text{SEP}_v \left( S_v, \left\{ \hat{h}_k, k \in S_v \right\} \right) = \frac{1}{\pi} \frac{1}{\prod_{k \in P_{N-v}} \left[ \sum_{m=1}^{\Lambda(k)} \sum_{k \in \Lambda_m(k)} \left( 1 + \gamma - 1 - \sigma_k^2 \sin^2 \theta \right) \int_0^{\frac{M - 4 \pi}{M}} \prod_{n=1}^{N-v} \sin^2 \theta + g_n(\lambda) \right] \right.$$ 

Also, $\hat{h}_k$ conditioned on $\hat{h}_k$ is a Gaussian RV. Using (6) and (7), it can be shown that

$$E \left[ \frac{\hat{h}_k}{\hat{h}_k} \right] = \hat{h}_k,$$

$$\text{var} \left[ \frac{\hat{h}_k}{\hat{h}_k} \right] = \sigma_k^2 - \rho_k^2 \left( 1 + \gamma - 1 \right)^{-1}.$$ 

Hence, $\frac{\hat{h}_k}{\hat{h}_k}$ conditioned on $\hat{h}_k$ is a Chi-square RV whose conditional MGF equals $[29]$

$$M_{\frac{\hat{h}_k}{\hat{h}_k}}(x) = \left( 1 + x \left( \sigma_k^2 - \rho_k^2 \left( 1 + \gamma - 1 \right)^{-1} \right) \right)^{-1} \times \exp \left( \frac{\hat{h}_k^2 x}{1 + x \left( \sigma_k^2 - \rho_k^2 \left( 1 + \gamma - 1 \right)^{-1} \right)} \right).$$

Substituting the MGF in (48) and simplifying further yields the desired result.
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