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Abstract | The issues in scaling the Complementary Metal Oxide Semiconductor (CMOS) transistors in sub-100 nm regime are reviewed. The non-classical CMOS device technologies such as high-k gate dielectrics, strained silicon channel, Silicon On Insulator, multi-gate transistors, and metal gate electrodes, are discussed in detail. These techniques are expected to scale the CMOS devices to an ultimate limit of 5 nm physical gate length. The system level issues of growing power dissipation and increasing device to device variability in the chips should be overcome for the successful realization of complex systems in nanoelectronics technologies. A brief overview of the non-CMOS memory and logic device architecture is provided. The opportunities in building hybrid systems on chips by combining sensors and actuators along with the compute and storage functions on a single chip are described.

1. Introduction

The growth in electronics industry since the invention of the first Integrated Circuit (IC) chip in 1958 [1], is probably unparalleled by any other industry sector. The cumulative aggregate growth rate (CAGR) is about 15% in the last 5 decades [2]. This has been possible due to the exponential increase in the component density integrated on a single chip, as predicted by Moore’s law [3,4]. An implicit assumption in the Moore’s law is that we can shrink the feature size of the transistor – the basic building block of an IC – at an exponential rate. The compound annual reduction rate of the transistor dimension is more than 10%, over the last 5 decades. In 1999, the transistor gate length crossed the 100nm barrier, leading to the volume production of the nanoelectronics chips. Today, nanoelectronics has been the most successful commercial manifestation of the nanotechnology, with the 65 nm CMOS technology in volume production. The history of silicon technology development underscores several innovations that enabled continuous progress, overcoming supposedly insurmountable barriers. Some of these innovations include dual poly-silicon gates with n+ gates for n-channel (NMOS) and p+ gates for p-channel (PMOS) transistors, channel engineering with super steep retrograde and pocket halo implants, source/drain engineering through shallow extensions, shallow trench isolation to shrink the active device pitch, silicidation to overcome parasitic resistance, sub-wavelength optical phase shift lithography to pattern sub-100 nm features using 248 nm/193 nm deep UV source [5–7]. But to a large extent, the silicon technology has relied on the traditional scaling of classical CMOS device architecture. However in the nanoelectronics era, the technology scaling has become nontrivial due to fundamental limits imposed by device physics and materials technology. Whether and how we can go along the Moore’s law curve will be dictated by the innovations in novel materials and our ability to architect the systems using non-classical device architectures. It is expected that non-classical CMOS transistors are essential in the short term and non
CMOS transistors coupled with new information processing architectures will be required in the long term. We discuss some of the potential device structures in Section 2.

The success of electronics relies on two important aspects. On the one hand the building blocks of the chips, the transistors, have continued to shrink in their size. On the other hand the number of transistors reliably put together on a chip has grown exponentially. Several nomenclatures such as VLSI-Very Large Scale Integration, ULSI-Ultra Large Scale Integration, GSI-Giga Scale Integration, etc., are used to describe this. Today, we are able to integrate more than one billion transistors of sub-100nm size with very high yield on a silicon chip of 1cm² area. It is this capability of giga-scale integration using nano-scale building blocks that is very unique about the electronics systems. Figure 1 shows the different aspects involved in realizing the chip. It is important to recognize that the expertise required cuts across different domains, which are broadly divided into application and technology domains. The scaling of the device in nano regime requires a very good understanding of the physics of the device to engineer a high performance transistor. The process technology which can fabricate the device requires the expertise in material science, process chemistry and physics. The circuit design and system architecture requires the expertise in electronics design, computer science, communication and various other application domains. This complexity can be managed only through the Computer Aided Design (CAD) tools which require the expertise in computational science and programming. The growth of nanoelectronics in the next two decades is hinged on innovations in all these hierarchical views of enabling an IC chip. This requires a highly interdisciplinary effort. In section 3 we briefly discuss on some of the issues in the application domain.

In the last few years, there has been another interesting development of building Systems on Chips (SoC), combining non-electronic energy domain components along with electronics subsystems of compute and storage elements on a single chip. The motivation for this phenomenon is illustrated in Fig. 2. The Silicon process technology lends itself to define non-electronics structures, such as micro/nano machined sensors and actuators. These are also referred to as Micro Electro Mechanical Systems (MEMS) and Nano Electro Mechanical Systems (NEMS). However, the SoCs include not only electronics and mechanical components but also optical, chemical and biological building blocks on the same chip. The nanoelectronics era is well poised for a greater confluence of multiple energy domain components on single chip, leading to penetration of such SoCs into newer application domains. We will discuss some of these developments and possibilities in Section 4.

2. Device Technology

Figure 3 shows a typical cross-section of classical NMOS transistor. The PMOS transistor is a complement of this structure with N type substrate doping and p⁺ source and drain regions. The CMOS technology utilizes both NMOS and PMOS transistors to build the circuits and systems. Both NMOS and PMOS transistors are created on bulk Silicon substrate with SiO₂ gate insulator and poly-crystalline silicon gate electrode. The MOS transistor is essentially a gate controlled switch, with the vertical electrical field controlling the channel conductivity (field effect transistor – FET). The gate length, \( L_g \), of the transistor determines the switching speed of the transistor. The typical transistor dimensions on a 65 nm CMOS technology are illustrated in Fig. 3. The typical gate length is actually less than 65 nm, however the gate pitch (combination of gate length and the distance between neighboring gates) is of the order of 130 nm \((2 \times 65)\), and hence the label “65 nm CMOS technology”.

One of the important implications of scaling the MOS transistor in the sub-micron regime is the significant manifestation of the 2-dimensional nature of the MOS transistor. The conductivity of the MOS transistor channel, below the SiO₂ gate insulator, should be ideally controlled by the vertical
2.1. Non classical CMOS

2.1.1. High-k gate dielectrics

Figure 5(a) shows the SiO₂ gate oxide thickness scaling trend in CMOS technology. For the 65 nm technology node, the SiO₂ thickness is about 1 nm which is essentially two mono-layers of SiO₂ film. Figure 5(b) shows the energy band diagram of the NMOS structure in the vertical direction for a positive applied bias. (This discussion holds good for the negative gate bias as well, except that the gate Fermi level, \(E_f\), will be above the substrate and the electrons will be tunneling from the gate electrode). Typically, the conduction across the SiO₂ insulator layer is negligible due to very large band offset (\(\sim 3.1 \text{eV}\)) between the conduction band of gate/substrate and the conduction band of the oxide. However, for an ultra-thin gate oxide with \(T_{\text{ox}} < 5 \text{ nm}\), carriers can quantum mechanically tunnel through the oxide and result in large gate leakage current. Furthermore, the tunneling probability increases exponentially with decrease in \(T_{\text{ox}}\). Figure 6 shows the gate leakage current density for different gate oxide thickness. The gate leakage current density of 100 \(\text{A/cm}^2\) indicates that, the transistor with 50 nm gate length results in a gate leakage of 50 \(\text{nA per unit micron width (50 nA/\mu m)}\). This is more than 20% of the total off state leakage current budget of the transistor. Hence it is not possible to scale \(T_{\text{ox}}\) any further. This calls for replacement of SiO₂ with an alternate gate insulator which has higher dielectric constant \(k\). The high-k dielectric of thickness of \(T_k\) is equivalent to effective oxide thickness of 

\[
EOT = \frac{3.9}{k} \times T_k ,
\]

where SiO₂ dielectric constant is 3.9. Hence, it is possible to use thicker insulator and reduce the gate tunneling current (Fig. 7), while maintaining capacitive coupling of the gate electric field to the channel that is equivalent to thinner oxide. Table 2 lists the properties of some potential gate insulators that are being explored. In addition to high-k, the insulator should also have other important properties such as very good interface with Si resulting in minimal interface traps, thermodynamic stability, large band gap and band offset with Silicon. Among the various high-k dielectrics, HfO₂ and some of the rare earth metal oxides are very promising at this time [10–14]. The high-k gate dielectrics are expected to be introduced in the 45 nm CMOS technology node.

2.1.2. Transport enhanced FET

The increase in substrate doping concentration to suppress short channel effects has adversely affected the carrier mobility in the MOSFET channel. Fig. 8 shows the electron mobility in the channel of NMOS transistor for different technology.

Fermi level: The Fermi level is the top of the collection of electron energy levels at zero degree Kelvin. In a semiconductor, the position of the Fermi level in the energy band-gap is governed by the relative concentration of electrons and holes.

electrical field set-up by the gate to source voltage (\(V_{gs}\)), and not by the lateral electric field set-up by the drain to source voltage (\(V_{ds}\)). In other words, \(V_{ds}\) should only influence the drift velocity of the carriers in the channel. However, with decreasing \(L_{g}\), drain and source electrodes come into close proximity. Hence, the drain electric field starts influencing the height of the barrier at the source for the injection of free carriers into the channel. As a result, the drain electric field starts competing with the gate electrode to gain control over the channel conductivity. The transistor will no longer be an ideal gate controlled device. This phenomenon is referred to as Short Channel Effect (SCE). The immediate consequence of SCE is lowering of the threshold voltage (\(V_t\)) of the transistor with decreasing \(L_{g}\) as shown in Fig. 4. The short channel transistor needs to be designed properly so that \(V_t\) roll-off is controlled to yield the required value at the minimum \(L_{g}\) for a given technology.

In a classical CMOS, this has been typically achieved by a combination of decrease in SiO₂ gate insulator thickness to increase the vertical electric field coupling to the channel, increase in substrate doping concentration to decrease the penetration of drain electric field towards source, and decrease in source/drain junction depths to reduce the coupling volume. However, these techniques will not be sufficient to scale the device in the nanoelectronics era. Several non-classical approaches are required in the immediate future to extend the scalability of CMOS architecture. Table 1 summarizes the overall projections of nanoelectronics device technology and the corresponding chip performance for the high end microprocessor.
Table 1: Projected technology nodes from International Technology Roadmap for Semiconductors. The technology nodes are scaled by a factor of 0.7, corresponding to doubling of device density (except the year 2020). Note that the transistor size in any given technology node is significantly smaller than the node nomenclature.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology Node (nm)</td>
<td>65</td>
<td>45</td>
<td>32</td>
<td>22</td>
<td>16</td>
<td>14</td>
</tr>
<tr>
<td>Transistor Gate Length in Microprocessors circuits (nm)</td>
<td>25</td>
<td>18</td>
<td>13</td>
<td>9</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Wafer diameter used in fab (inch)</td>
<td>12</td>
<td>12</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>Number of masks required for fabrication of Microprocessor</td>
<td>33</td>
<td>35</td>
<td>37</td>
<td>37</td>
<td>39</td>
<td>39</td>
</tr>
<tr>
<td>Number of Transistors in Microprocessor (billion)</td>
<td>1.1</td>
<td>2.2</td>
<td>4.4</td>
<td>8.8</td>
<td>17.7</td>
<td>17.7</td>
</tr>
<tr>
<td>Number of interconnect wiring levels in the Microprocessor chip</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>17</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>Number pins for packaged Microprocessor chip</td>
<td>1088</td>
<td>1450</td>
<td>1930</td>
<td>2568</td>
<td>3418</td>
<td>3760</td>
</tr>
<tr>
<td>Operating voltage (V)</td>
<td>1.1</td>
<td>1.0</td>
<td>0.9</td>
<td>0.8</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>Microprocessor frequency (GHz)</td>
<td>9.3</td>
<td>15.1</td>
<td>23</td>
<td>39.7</td>
<td>62.4</td>
<td>73.1</td>
</tr>
<tr>
<td>Chip power dissipation (Watts)</td>
<td>189</td>
<td>198</td>
<td>198</td>
<td>198</td>
<td>198</td>
<td>198</td>
</tr>
</tbody>
</table>

nodes [15]. The significant decrease in mobility of the scaled device is due to the increased impurity scattering in the channel, which gets worse with increased doping concentration. This necessitates a new class of non-classical CMOS transistors, namely the transport enhanced FETs. The technique relies on material engineering to enhance the channel mobility of the carriers. This class of devices includes strained-silicon MOSFETs and hetero epitaxially grown Germanium (Ge) or Gallium Arsenide (GaAs) channel MOSFETs on the silicon substrate.

The strained-silicon channel MOSFETs rely on a very well known phenomenon that the carrier mobility in silicon can be enhanced by introducing stress in the silicon lattice. The tensile strain enhances the electron mobility and the compressive strain enhances the hole mobility. Several techniques have been employed for the strain engineering in MOSFET. Figure 9 illustrates the strain engineering using Si-Ge. The inter-atomic distance in Ge (2.45 nm) is more than that of Si (2.36 nm) and the technique exploits this difference to create tensile or compressive strain. Si-Ge thin film is grown on a silicon substrate by grading the Ge concentration from 0 to about 30%. This graded layer typically contains the defects and ensures that the defect-free films can be grown on top. Then Si$_{0.7}$Ge$_{0.3}$ thin film is grown with an effective lattice constant higher than that of silicon. The thin silicon channel layer (about 10 nm) is epitaxially grown on Si$_{0.7}$Ge$_{0.3}$, thus leading to a strained silicon channel. A very important consideration in creating this structure is to ensure that the strained silicon film is defect-free, so that high channel mobility can be obtained. A variation of this technique has been used for PMOS transistor to create compressive strain. The source/drain region is recessed into the substrate and the Si-Ge is selectively grown in the source/drain regions. This induces a compressive stress in the channel due to the lateral confinement from the two directions of the channel, leading to enhanced hole mobility.

The other strain engineering technique relies on gate stack capping with appropriate material to induce stress in the underlying channel region. For example, capping the gate stack with Si$_3$N$_4$ can induce tensile stress and enhance the electron mobility. The isolation oxide in shallow trench region has also been utilized to induce strain in the channel region. One of the issues in utilizing the strain engineered MOSFETs in building the chips is to ensure that the NMOS and PMOS regions in the chip get different processing steps to create the respective channel regions. The strained silicon channel MOSFETs have been successfully integrated with channel mobility improvement of more than 30% [16,17]. The strained silicon MOSFETs are going through continuous improvement, and this technique will help scale the CMOS technology for the next 5 years or so. However, more radical techniques of transport enhancement will be required beyond that. Some of the potential candidates include Ge and GaAs MOSFETs on thin films grown hetero-epitaxially on the silicon substrate. The electron mobility in Ge is more than twice that of silicon and the hole mobility is about four times that of silicon. Similarly the electron mobility in GaAs is about six times that of Silicon. Historically, Ge and GaAs have never been amenable for building MOSFETs. While Si has an excellent insulator in terms of SiO$_2$, which results in an ideal interface with minimal trap density, Ge and GaAs did not have this advantage. But now that SiO$_2$ is being replaced with alternate high-k gate dielectrics, similar technique can potentially be employed for Ge and GaAs as well. There are recent
Table 2: Comparison of potential high-k dielectrics with SiO$_2$

<table>
<thead>
<tr>
<th>Material</th>
<th>Dielectric constant ($k$ or $\varepsilon_r$)</th>
<th>Bandgap (eV)</th>
<th>Conduction band offset (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO$_2$</td>
<td>3.9</td>
<td>9</td>
<td>3.15</td>
</tr>
<tr>
<td>Si$_3$N$_4$</td>
<td>7.9</td>
<td>5.3</td>
<td>2.4</td>
</tr>
<tr>
<td>Al$_2$O$_3$</td>
<td>10</td>
<td>8.8</td>
<td>2.8</td>
</tr>
<tr>
<td>HfO$_2$</td>
<td>16–30</td>
<td>4.5–6</td>
<td>1.5</td>
</tr>
<tr>
<td>ZrO$_2$</td>
<td>12–16</td>
<td>5.8</td>
<td>1.5</td>
</tr>
<tr>
<td>TiO$_2$</td>
<td>80–170</td>
<td>3.05</td>
<td>0</td>
</tr>
<tr>
<td>ReO$_3^*$</td>
<td>12–30</td>
<td>2.5–5.5</td>
<td>1–3</td>
</tr>
</tbody>
</table>

*ReO$_3^*$: Rare earth metal oxides

reports with high quality Germanium devices built using high-k gate dielectrics [18]. These techniques will potentially lead to “enhanced silicon CMOS” technologies, while continuing to exploit the silicon infrastructure.

2.1.3. Silicon On Insulator (SOI)

The SOI technology utilizes a very thin silicon film, on top of an insulator (typically SiO$_2$), to build devices. The difference between the construction of bulk Silicon devices and the SOI devices is schematically shown in Fig. 10. The insertion of SiO$_2$ underneath the active Silicon devices offers some unique advantages. In CMOS circuits, the propagation delay ($\tau = CV^2f$) and the dynamic power ($P_d = CV^2f$) are directly proportional to the load capacitance (C) which is charged and discharged to change the logic states. The load capacitance consists of three components: the gate capacitance of the driven gate ($C_g$), the source/drain capacitance of the driving gate ($C_{ds}$), and the interconnect capacitance ($C_i$) of the line connecting these two nodes. In the SOI technology $C_{ds}$ is almost equal to zero, since the source/drain regions are placed directly on top of the thick insulator. In addition, $C_i$ is also significantly lower, since the device density in SOI is typically higher than the bulk technology. This is because the isolation between the transistors in the SOI technology is excellent because the transistors are in an island surrounded by an insulator. Hence the latch-up issue is non existent in SOI, thus enabling very close placement of neighbouring transistors, leading to shorter interconnect lengths between any two nodes in a circuit. The SOI technology typically offers a performance improvement equivalent to one generation of bulk technology (i.e. $n^{th}$ generation of SOI is equivalent to $(n + 1)^{th}$ generation of bulk) [19,20]. There are two variants of SOI device technologies: Partially Depleted SOI (PDSOI) and Fully Depleted SOI (FDSOI). In PDSOI, the thickness of the silicon film is typically 100 nm or more so that only part of the entire silicon body is depleted when the transistor is turned on. In contrast, the silicon film thickness for FDSOI is typically 50 nm or less so that the entire silicon body is depleted when the transistor is turned on. Each of these devices have their own advantages and disadvantages. The PDSOI devices are relatively easy to fabricate. However, they have a very unique problem of floating body induced threshold voltage ($V_t$) instability i.e. the $V_t$ becomes a strong function of the charge stored in the floating body. This requires very challenging circuit design techniques because the circuit behaviour will have history dependence. On the other hand FDSOI devices have challenging fabrication process requirements due to thin Silicon body. However, they do not suffer from $V_t$ instability. In addition FDSOI devices offer a very good platform for more exotic non-classical CMOS transistors, namely the multi-gate MOSFETs.

Figure 3: The cross section of NMOS transistor and typical dimensions in 65 nm CMOS technology.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poly-Si gate length, $L_g$</td>
<td>50 nm</td>
</tr>
<tr>
<td>Poly-Si gate thickness</td>
<td>100 nm</td>
</tr>
<tr>
<td>SiO$_2$ thickness</td>
<td>1 nm</td>
</tr>
<tr>
<td>Source/Drain depth:</td>
<td></td>
</tr>
<tr>
<td>extension and deep region</td>
<td>40 nm and 100 nm</td>
</tr>
<tr>
<td>Source/Drain doping</td>
<td>$\sim 10^{20}$/cm$^3$</td>
</tr>
<tr>
<td>Substrate doping</td>
<td>$\sim 10^{17}$/cm$^3$</td>
</tr>
</tbody>
</table>
2.1.4. Multi Gate FETs

The conventional technique of increasing the substrate doping concentration to suppress the short channel effect cannot be continued indefinitely. This is because the leakage at the drain/source to substrate junction due to tunneling will adversely affect the transistor’s performance. An efficient technique to restore the gate control of the channel, without increasing the substrate doping, is essential. The scaling of MOSFETs has also been accompanied by the scaling of the operating voltages \((V_{dd})\). This is essential to ensure that the electric fields in the MOSFET are acceptable and the long term reliability of the devices and circuits is not compromised. The scaling of the supply voltage also necessitates the scaling of the \(V_t\), since the speed of the CMOS circuit depends on the drive current available from the transistor which is proportional to \((V_{dd} - V_t)\). This has resulted in an exponential increase in off state current of the transistor over the last few technology generations. This is because the sub-threshold conduction in a MOSFET is essentially governed by the sub-threshold slope \((S)\) which is a non-scalable quantity [21], as shown in Fig. 11. For any given \(V_t\) the drive current can also be enhanced by preventing the mobility degradation. Hence, it is desirable to create a transistor with virtually intrinsic channel doping, while ensuring the adequate gate control of the channel. These requirements are the motivation for creating multi-gate FETs which include double-gate FET, tri-gate FET, Fin-FET and surround-gate FET [22–24]. By providing additional gates, the voltage on the gate can effectively couple to the channel thereby enhancing the FET performance. Figure 12 shows the typical structure of FinFET, wherein the gate wraps around the channel region. Fin-FETs with very good characteristics have been experimentally demonstrated. However, the manufacturable process integration has a long way to go. All these multi-gate devices require an ultra-thin silicon channel region which can be efficiently controlled.

![Figure 4: \(V_t\) of NMOS decreases in the short channel regime.](image_url)

![Figure 5: (a) Gate oxide thickness trend as a function of technology scaling; (b) Energy band diagram for NMOS with positive gate voltage.](image_url)
**2.1.5. Metal Gate Electrode**

The early MOSFET technology was based on metal gate electrodes. However, the metal gate was replaced with highly doped poly-Si electrode, since the self aligned transistor was possible by doping the gate and source/drain during the single implantation step. The current CMOS technology is a dual gate technology with n$^+$ poly-Si and p$^+$ poly-Si gate electrodes for NMOS and PMOS respectively. However, the resistivity of the poly-Si will limit the performance in the sub-65 nm technology and hence the need for the metal gate electrode. However the choice of the material for metal gate electrode is not trivial because the work function of the gate plays an important role in deciding the $V_t$ of the transistor. The NMOS and PMOS transistors may need different gate work functions, complicating the integration of the gate metal in the CMOS technology [25]. The work function engineering of the gate electrode will play an important role in deciding the $V_t$ of the transistor and hence the choice of the appropriate material.

The combination of all these techniques may become essential to enable scaling of the CMOS device technology to an ultimate limit of about 5 nm physical gate length by the year 2020. However several innovations are required in semiconductor process technology to enable such devices. The detailed discussion of the process technology requirements is beyond the scope of this article. One of the key process technology requirements is the scalability of the photolithography process beyond 65 nm technology node. In the immediate future, 193 nm UV with immersion technique may be sufficient. However, alternative lithography techniques such as Extreme UV lithography, maskless lithography, electron beam imprint lithography may be necessary to reach the ultimate CMOS scaling limit.

**2.2. Non-CMOS architectures**

The non-CMOS architectures will be required to continue the performance enhancement of nanoelectronics systems beyond the ultimately scaled CMOS. Some of these device structures will also require completely different information processing paradigms. Any electronics system fundamentally does two tasks: computation and storage. The computational element is referred to as “Logic” block and the storage element is referred to as “Memory” block. A particular system architecture combines these blocks to yield the required functionality. For example, the current CMOS technology is utilized to build systems based on digital – boolean architectures, operating on the binary variable.

**2.2.1. Non-CMOS Memory architectures**

The conventional CMOS memories are charge-based, and hence they become very vulnerable to noise with scaling because the charge stored on the memory cell is decreasing with every technology generation. The alternate memory structures exploit different principles for storing the information. For example, the current CMOS technology is utilized to build systems based on digital – boolean architectures, operating on the binary variable.

The Phase Change Memory (PCM) cell consists of a material (such as chalcogenides) whose phase can be changed reversibly between a high resistance state and low resistance state [26]. Ferroelectric RAM (FeRAM) exploits the effect of remnant polarization on a ferroelectric gate dielectric such as lead zirconate titanate (PZT) [27]. Magnetoresistive RAM (MRAM) utilizes the magnetic tunnel junction.
Cellular Nonlinear Networks (CNN): Cellular neural networks (CNN) are systems based on a parallel computing architecture with an array of weak compute elements, wherein the communication is allowed only between the neighboring compute units.

Non-CMOS Logic architectures

This class of devices attempts to realize the fundamental element of a Logic block, the transistor, in a completely radical fashion. In some cases such devices are not amenable to integrate into the conventional digital architectures and a completely novel system architecture paradigm will be required.

Nano-wire and nano-tube based 1-D transistor structures are potential candidates. The notable among them is the Carbon Nano Tube (CNT) transistor [31]. In order to integrate it with the conventional architecture, the issue of selectively defining the CNT based NMOS and PMOS transistors in giga-scale by growing the CNTs at precise locations on the chip should be resolved. The Resonant Tuning Transistor (RTT) is another alternative with a negative differential resistance and very high switching speed [32]. Single Electron Transistors (SET) are structurally similar to the conventional MOSFET except that the source to substrate and drain to substrate junctions are tunnel junctions and the channel is ideally formed by a quantum dot [33]. A SET can be potentially used to represent a binary bit by a single electron, but alternate architectures such as Cellular Nonlinear Networks (CNN) will be required to realize such systems. Another class of transistors exploits the spin of the electrons, leading to a field that is popularly referred to as “Spintronics”. There are several concepts proposed to build such devices. The spin MOSFET is a hybrid device which relies on gate control (electrostatic channel control) and drain control (spin dependent scattering at the drain). However, this requires the efficient injection of spin polarized electrons into the channel, necessitating half-metallic-ferromagnetic contacts at the source and drain [34]. There are other concepts such as spin-torque transistor [35] and spin-gain transistor [36]. However, all these concepts are still far from surpassing the capability of the ultimately scaled CMOS.

The “Optoelectronics” or “Photonics” proposes to build digital computers by using photons for information processing and transmission at the speed of the light [37]. However, the component size will be limited by the diffraction phenomenon. Furthermore, the compatibility with the existing computer architecture is unclear. On the other hand, the integration of optical interconnects for chip level wiring in the CMOS technology is considered to be more promising. “Organic electronics” or “plastic electronics” builds the transistors on organic thin film substrate such as pentacene [38]. These devices are extremely slow due to low channel mobility, and hence they do not compete with the ultimate CMOS in building the conventional computer architectures. However, these devices are expected to complement the CMOS technology and extend the electronics applications into new domains.
such as flexible displays, wearable electronics, electronic paper, and low cost sensors. The organic electronics devices will utilize the conventional printing technology (printable electronics) and provide very low cost solutions. The Nano-Electro-Mechanical-Systems (NEMS) open up the possibility of nanomechanical computer where the digital bit is represented in mechanical domain, by displacement of cantilevers [39]. However, the speed of signal propagation is limited by the velocity of the sound. Quantum electronics and quantum computing exploit the phase information in the quantum mechanical wave function for information processing [40]. Unlike the binary state bit in the conventional computers, the qubit in quantum computing can hold the state of 1 or 0 or superposition of these at the same time. The underlying devices fall into the class of devices which are based on particles with 2 spin states. Due to inherent massive parallelism, such computers will be ultra-fast in applications such as cryptography. Several issues are yet to be overcome for such devices to become practical. Also, it is not clear whether all classes of problems addressed by CMOS computing architecture are amenable for quantum computing architecture.

The molecular transistor, or the possibility of creating a switching device on a single molecule, has raised the expectations for the fascinating field of “Molecular electronics” [41]. These devices can potentially result in very high density with the device size of the order of 1nm. However, some of the major issues include assembling these devices on giga-scale and interconnecting them appropriately to yield complex systems. In fact, a completely different system architecture may be required to utilize these devices. Another important issue relates to the fabrication of these devices. These devices will likely be fabricated using chemical synthesis, i.e. atoms-up approach, rather than the conventional top-down approach using photolithography. This could be a disruptive technology that can enhance the nanoelectronics system performance very significantly beyond the ultimately scaled CMOS.

It is expected that none of the non-CMOS architectures can really replace the ultimately scaled CMOS. Instead, CMOS architectures will co-exist with a variety of other device technologies and enable the nanoelectronics system performance enhancement beyond 2020.

3. Circuits and Systems Design

The two important issues in realizing the giga-scale integrated circuits is the exponential increase in the power dissipation and the device variability. It is absolutely essential to manage these issues for a successful scaling of the CMOS technology to reach the ultimate limit by 2020. Although some of the novel device technologies are attempting to address these issues to some extent, novel design techniques at the circuits and systems level are considered to be very important.

3.1. Power dissipation

As indicated in Table 1, the high performance chips are already consuming more than 150 W of power. The high power dissipation also impacts the performance and reliability of the chip and requires very elaborate heat extraction techniques from the chip. Figure 13 shows the power dissipation trends in Intel microprocessors [5]. The biggest concern is a dramatic increase in the standby power of the chip. This is especially troublesome in battery operated devices. This increase is attributed to the exponential rise in the sub-threshold leakage in nano transistors.

The circuit techniques utilizing the multi-$V_t$ transistors are useful in this context [42]. This is based on the notion that the performance of a
complex circuit with several million transistors is dictated by a few critical paths in the circuit. The number of transistors that occupy the critical paths is a very small fraction of the total number of transistors on the chip. It is sufficient to ensure only these transistors have a low-$V_t$. The rest of the transistors can have high-$V_t$ and thereby reduce the static leakage power. The other techniques include the use of sleep transistor for power gating the unused circuit blocks on the chip [43]. Additionally, the system level innovations such as low power architectures exploiting parallelism for performance enhancements [44], software techniques to implement low power algorithms to implement energy efficient algorithm for a given task are beneficial to move forward [45].

3.2. Device variability

The device-to-device variability and its impact on the circuit design methodology has been regarded as a potential show-stopper for the scaling of CMOS technology. This refers to the statistical differences between pairs of identically designed and processed transistors. This arises due to statistical nature of underlying processes used to fabricate MOS transistor as shown in Fig. 14. The variation in the process parameters results in the variation in the structural parameters of the device such as junction depth ($X_j$), oxide thickness ($T_{ox}$), doping concentration ($N_a$). This in turn leads to variation in the electrical parameters of the device, eventually resulting in circuit parameter fluctuations. This results in a stringent trade-off between precision/speed versus yield for analog/digital VLSI application. Typically any given device parameter, such as $V_t$, has a normal distribution around its expected target value. The standard deviation, $\sigma$, of this distribution describes the extent of the variability. Figure 15 shows the variability trend with scaling. While the signal levels are going down with scaling, the noise due to variability is increasing with scaling [46]. This is because the intrinsic factors influencing the variability such as random dopant number fluctuation in nano transistors, get worse with scaling. Thus, it is becoming extremely difficult to create the nano transistors that are identical to each other.

The conventional technique of over-designing for the worst case becomes very pessimistic. On the one hand, it has become very essential to accurately predict and model the variability and on the other hand it is essential to develop robust design techniques at the circuit and system levels. Recently statistical modeling techniques have been proposed to relate the circuit and device variability to the underlying semiconductor
4. Hybrid Systems on a Chip

Traditionally, the electronics system performance has been enhanced in the context of Moore’s law by increasing the computing performance and storage capacity of the chips. However, for the past few years, it is becoming increasingly important to exploit the silicon technology infrastructure into other application domains. Specifically, the functional integration of nonelectronic domain components onto the chip is being driven by, what is popularly known as, the More than Moore philosophy. These chips are also referred to as Hybrid Systems on Chips because there is on chip interaction of multiple energy domains.

Figure 16 illustrates the different possibilities in terms of functional integration. In a majority of these cases the same set of semiconductor processes that are traditionally used to build transistors, are utilized to create micro/nano machined (MEMS/NEMS) structures on silicon. These structures can act as sensors and actuators and interface with the on chip electronics. Silicon has excellent mechanical properties, which enables the creation of robust mechanical building blocks such as beams, membranes, rigid masses, etc [57].

The success of such hybrid SOCs can be illustrated through some of these chips that have penetrated the consumer applications. Most of the airbag release systems deployed in automobiles employ a MEMS accelerometer chip [58]. It consists of a suspended poly-silicon proof mass created on top of Silicon substrate through surface micro-machining technique. The mass is configured as one of the plates of the capacitor, and hence the capacitance changes in response to acceleration. The movement of the proof mass is measured through capacitance sensing using the electronics interface circuit on the chip. This integration results in high reliability, low cost and high performance solution which can be deployed in a variety of applications. Another great success story has been the Digital Micromirror Display (DMD) device in the optical MEMS domain [59] which is routinely used to replace the LCD projectors. In this case, the pixel array of suspended micromirrors is created on top of electronics chip which provides the information to be displayed. Each of the micromirror is electro-statically actuated to control the reflection of the light to produce the appropriate grey level for the pixel. Similar opportunities exist in various other domains as illustrated in Fig. 16. These systems are also expected to be autonomous through harvesting the energy from the environment. Eventually the convergence of electronics and biology for lab-on-a-chip applications in diagnostics and therapy may be the biggest technological revolution in the 21st century.
5. Conclusions
The Silicon CMOS technology will continue to be scaled to an ultimate limit of about 5 nm physical gate length of a transistor, albeit requiring several innovations in process technology, materials engineering, and exploitation of new device physics. The nanoelectronics system performance is expected to scale according to the predictions of Moore’s law along this path. However, the circuit and system level issues of power management and variability tolerance should be addressed through novel techniques. After the end of the CMOS roadmap, beyond 2020, radically new device technologies will be required for further enhancement of system performance. The performance enhancement of the SOC’s will also evolve along a new trajectory of functional integration to include non electrical domain components. The sensors and actuators integrated along with the conventional compute and storage functions will open up new application domains.

A. Centre of Excellence in Nanoelectronics
The Ministry of Communication and Information Technology (MCIT), Government of India, has initiated an ambitious project to set-up two Centres of Excellence in Nanoelectronics at the Indian Institute of Science, Bangalore and the Indian Institute of Technology, Bombay. This project has an outlay of Rs. 100 crores over 5 years (2006–2010) to create comprehensive nanofabrication facilities (nanofabs) at these two institutes. These nanofabs will act as nodal centres in the country to facilitate the state-of-the-art experimental research. The nanofab infrastructure will enable the fundamental exploration in several areas of nano science and engineering and it is also expected to seed new technologies that will have societal and commercial impact.

At IISc, a large number of faculty members from various disciplines of science and engineering are involved in this project. The institute has taken a lead to foster this interdisciplinary effort by initiating the creation of a new building to support the nanofab infrastructure. The nanofab is expected to be fully functional by 2008. When completed, it would be on-par with some of the best university nanofabs elsewhere. The facility will also be available for other researchers in the country through the Indian Nanoelectronics Users Program (INUP).
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