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Abstract

In multiuser wireless communications, interference not only limits the performance of the system, but also allows users to eavesdrop on other users’ messages. Hence, interference management in multiuser wireless communications has received significant attention in the last decade, both in the academia and industry. The interference channel (IC) is one of the simplest information theoretic models to analyze the effect of interference on the throughput and secrecy of individual messages in a multiuser setup. In this thesis, the IC is studied under different settings with and without the secrecy constraint. The main contributions of the thesis are as follows:

- The generalized degrees of freedom (GDOF) has emerged as a useful approximate measure of the potential throughput of a multiuser wireless system. Also, multiple antennas at the transmitter and receiver can provide additional dimension for signaling, which can in turn improve the GDOF performance of the IC. In the initial part of the thesis, a $K$-user MIMO Gaussian IC (GIC) is studied from an achievable GDOF perspective. An inner bound on GDOF is derived using a combination of techniques such as treating interference as noise, zero-forcing receiving, interference alignment (IA), and extending the Han-Kobayashi (HK) scheme to $K$ users. Also, outer bounds on the sum rate of the $K$-user MIMO GIC are derived, under different assumptions of cooperation and providing side information to the receivers. The derived outer bounds are simplified to obtain outer bounds on the GDOF. The relative performance of these bounds yields insight into the performance limits of the multiuser MIMO GIC and the relative merits of different schemes for interference management.

- Then, the problem of designing the precoding and receive filtering matrices for IA is explored for $K$-user MIMO $(M \times N)$ GIC. Two algorithms for designing
the precoding and receive filtering matrices for IA in the block fading or constant MIMO IC with a finite number of symbol extensions are proposed. The first algorithm for IA is based on aligning a subset of the interfering signal streams at each receiver. As the first algorithm requires global channel knowledge at each node, a distributed algorithm is proposed which requires only limited channel knowledge at each node. A new performance metric is proposed, that captures the possible loss in signal dimension while designing the precoders. The performance of the algorithms are evaluated by comparing them with existing algorithms for IA precoder design.

• In the later part of the thesis, a 2-user IC with limited-rate transmitter cooperation is studied, to investigate the role of cooperation in managing interference and ensuring secrecy. First, the problem is studied in the deterministic setting, and achievable schemes are proposed, which use a combination of interference cancelation, relaying of the other user’s data bits, time sharing, and transmission of random bits, depending on the rate of the cooperative link and the relative strengths of the signal and the interference. Outer bounds on the secrecy rate are derived, under different assumptions of providing side information to receivers and partitioning the encoded message/output depending on the relative strength of the signal and the interference. The achievable schemes and outer bounds are extended to the Gaussian case. For example, while obtaining outer bounds, for the Gaussian case, it is not possible to partition the encoded message or output as performed in the deterministic case, and the novelty lies in finding the analogous quantities for the Gaussian case. The proposed achievable scheme for the Gaussian case uses a combination of cooperative and stochastic encoding along with dummy message transmission. For both the models, one of the key techniques used in the achievable scheme is interference cancelation, which has two benefits: it cancels interference and ensures secrecy simultaneously. The results show that limited-rate transmitter cooperation can greatly facilitate secure communications over 2-user ICs.
## Glossary

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AEP</td>
<td>Asymptotic Equipartition Property</td>
</tr>
<tr>
<td>AWGN</td>
<td>Additive White Gaussian Noise</td>
</tr>
<tr>
<td>BC</td>
<td>Broadcast Channel</td>
</tr>
<tr>
<td>DOF</td>
<td>Degrees of Freedom</td>
</tr>
<tr>
<td>GDOF</td>
<td>Generalized Degrees of Freedom</td>
</tr>
<tr>
<td>GIC</td>
<td>Gaussian Interference Channel</td>
</tr>
<tr>
<td>GMBC</td>
<td>Gaussian MIMO Broadcast Channel</td>
</tr>
<tr>
<td>GSIC</td>
<td>Gaussian Symmetric Interference Channel</td>
</tr>
<tr>
<td>HK-scheme</td>
<td>Han-Kobayashi scheme</td>
</tr>
<tr>
<td>IA</td>
<td>Interference Alignment</td>
</tr>
<tr>
<td>IB</td>
<td>Inner Bound</td>
</tr>
<tr>
<td>IC</td>
<td>Interference Channel</td>
</tr>
<tr>
<td>INR</td>
<td>Interference-to-Noise Ratio</td>
</tr>
<tr>
<td>LDIC</td>
<td>Linear Deterministic IC</td>
</tr>
<tr>
<td>MAC</td>
<td>Multiple Access Channel</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple-Input Multiple-Output</td>
</tr>
<tr>
<td>OB</td>
<td>Outer Bound</td>
</tr>
<tr>
<td>RHS</td>
<td>Right Hand Side</td>
</tr>
<tr>
<td>SIMO</td>
<td>Single-Input Multiple-Output</td>
</tr>
<tr>
<td>SISO</td>
<td>Single-Input-Single-Output</td>
</tr>
<tr>
<td>SLDIC</td>
<td>Symmetric Linear Deterministic IC</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>ZF</td>
<td>Zero-Forcing</td>
</tr>
</tbody>
</table>
## Notation

| Boldface lower case letters | : | Vectors |
| Boldface upper case letters | : | Matrices |
| $\mathbb{C}$ | : | Field of complex numbers |
| $\mathcal{CN}(\mu, \sigma^2)$ | : | Circularly symmetric complex Gaussian distribution with mean $\mu$ and variance $\sigma^2$ |
| $\mathcal{CN}(\mu, \Sigma)$ | : | Circularly symmetric complex Gaussian distribution with mean vector $\mu$ and covariance $\Sigma$ |
| $E[.]$ | : | Expectation operator |
| $\mathcal{F}_2$ | : | Binary field |
| $H_{ij}$ | : | $N_j \times M_i$ channel gain matrix for transmitter $i$ to receiver $j$ |
| $H(x)$ | : | Shannon entropy of discrete random variable $x$ |
| $h(x)$ | : | Differential entropy of continuous random variable $x$ |
| $I(x; y)$ | : | Mutual information between random variables $x$ and $y$ |
| $I_N$ | : | Identity matrix of dimension $N \times N$ |
| $K$ | : | Number of users in the interference channel |
| $M$ | : | Number of transmit antennas at the transmitter |
| $M_i$ | : | Number of transmit antennas at the transmitter $i$ |
| $N$ | : | Number of receive antennas at the receiver |
| $N_j$ | : | Number of receive antennas at the receiver $j$ |
| $P_i$ | : | Average power constraint at the $i^{th}$ transmitter |
| $T_e^N$ | : | Weak typical set with respect to $P_X$ |
| $[a : b]$ | : | Sequence of numbers from $a$, $a+1$, $\ldots$, $b$ and $a \leq b$ |
| $1_A$ | : | Indicator function, equal to 1 if $A$ is true, and equal to 0 otherwise |
| $(.)^T$ | : | Transposition |
| $(.)^H$ | : | Hermitian transposition |
| $|.|$ | : | Determinant of a matrix |
| $\oplus$ | : | XOR operation |
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Chapter 1

Introduction

With the ever-increasing demand for high data rates and better quality of service in a multiuser wireless communication system, interference is one of the major factors limiting the performance of the system. Interference arises in a wireless environment, when multiple uncoordinated users share a common resource and the users do not have a priori information on the resource being shared. When the strength of interference is higher than the strength of the thermal noise at the receiver, the impairments caused by interference become more significant than that caused by noise. Under this condition, the system is said to operate in the interference-limited regime, as the performance of the system is mainly limited by interference rather than by noise. In order to mitigate the effect of interference, most of the current wireless communication systems use the following two techniques:

1. Orthogonalize the communication links: In this case, the communication links are orthogonalized in time/frequency, so that the transmitters do not cause interference to unintended users. But, with increase in the number of users, the performance of the system deteriorates. Also, this kind of scheme does not take strength of the
interference into account.

2. *Treat interference as noise:* In this case, receiver treats interference as noise, and performs decoding considering the sum of the interference and thermal noise as the effective noise. However, this ignores the signal structure inherent in the interference. In particular, when the interference is strong enough to be decodable at an unintended receiver, the receiver can completely cancel the interference, which could outperform treating interference as noise.

Hence, both of the above approaches can be suboptimal depending on the strength of interference or the number of users present in the system. One way to improve the performance of the system is to use multiple antennas at transmitter and receiver. These multiple antennas can be used, among other things, to nullify interference by orthogonalizing users, to suppress noise, or to increase the data rate by transmitting multiple parallel data streams. This leads to several interesting questions related to how the available spatial resources in a multiuser multi-antenna system should be shared among the users to effectively manage the interference, and thereby maximize the overall system performance.

Another important issue in multiuser wireless communications is that the users are susceptible to eavesdropping due to the broadcast nature of the wireless medium. Hence, interference not only limits the overall throughput of the system, but also allows users to eavesdrop on other users’ messages. The interference channel (IC) is one of the simplest information theoretic models to analyze the effect of interference on the throughput and secrecy of individual messages in a multiuser setup. Recently, the IC has been studied extensively without [7–10] and with secrecy constraints [6, 11, 12].
This, in turn, has given useful insights on the fundamental limits of communication and different techniques to manage interference for various communication models.

## 1.1 Background

A model of a $K$-user multiple-input multiple-output (MIMO) Gaussian IC (GIC) with $M$ antennas at each transmitter and $N$ antennas at each receiver is shown in Fig. 1.1. In this model, $K$ transmitters communicate with $K$ receivers, with each transmitter having an independent message for its corresponding receiver. Let $H_{ij}$ represent the $N \times M$ channel gain matrix from transmitter $i$ to receiver $j$. The channel coefficients are assumed to be drawn from a continuous distribution such as the Gaussian distribution.

The received signal at the $j$-th receiver, denoted by $y_j$, is modeled as:

$$y_j = H_{jj}x_j + \sum_{i=1, i \neq j}^{K} H_{ji}x_i + z_j,$$

(1.1)

where $z_j$ is the complex symmetric Gaussian noise vector, distributed as $z_j \sim \mathcal{C}\mathcal{N}(0, I_N)$ and $x_i$ is the signal transmitted by the $i$-th user.

### 1.1.1 Approximate capacity characterization

**Generalized degrees of freedom (GDOF)**

The study of an information theoretic model similar to IC dates back to 1961 [13], where the two-way communication channel was studied. Since then, the IC has been studied extensively, and under different scenarios (see, for example, [1,7–10,14]). However, the capacity of the IC has remained an open problem even in the 2-user case, except for some special cases like strong/very strong interference regimes [15,16]. Due to this,
approximate characterization of the capacity has recently received significant research attention. In turn, this has resulted in new, useful insights into the performance limits of communication systems and how to achieve them. Towards this, the so-called generalized degrees of freedom (GDOF), introduced in [8], has been used as an approximation of capacity at high signal-to-noise ratio (SNR) and interference-to-noise ratio (INR). The degrees of freedom (DOF), defined in [17], has been used as an approximate measure of capacity at high SNR, when the signal and interference powers are linearly related.

For a point-to-point MIMO system with $M$ antennas at transmitter and $N$ antennas
at receiver, the DOF of the system is \( \min\{M, N\} \). For a 2-user Gaussian IC (GIC) with \( M_i \) antennas at the \( i^{th} \) \((i = 1, 2)\) transmitter and \( N_i \) antennas at the \( i^{th} \) receiver, the sum DOF is given by \( \min\{M_1 + M_2, N_1 + N_2, \max\{M_1, N_2\}, \max\{M_2, N_1\}\} \) [17]. Hence, for the symmetric case, when the transmitters and receivers are equipped with \( M \) antennas, then each user can achieve \( \frac{M}{2} \) DOF by time sharing between the two user pairs. For the \( K \)-user MIMO Gaussian symmetric IC, time sharing can only achieve a DOF of \( \frac{M}{K} \) per user, while IA can continue to achieve a DOF of \( \frac{M}{2} \) per user regardless of \( K \) [9]. Many other interesting results on the GDOF/DOF of the \( K \)-user IC can be found in [1, 2, 14].

**The deterministic model**

Another communication model which has been used as a high SNR approximation for multiuser wireless communication systems is the so-called deterministic model, first introduced in [18]. The deterministic model captures three key features of wireless communication: channel strength, broadcast, and superposition. Initially, it was introduced for a single source and a single destination with an arbitrary number of relay nodes. The importance of the deterministic model is that it is sufficiently simple, so that the tight achievable schemes and outer bounds can be obtained relatively easily, and yet sufficiently accurate, so that the techniques and results translate well to yield corresponding achievable schemes and outer bounds in the Gaussian channel case. The deterministic model of a 2-user Gaussian symmetric IC (GSIC) for the symmetric case is shown in Fig. 1.2. In this case, noise is modeled by truncation and interference is
modeled by XOR operation [18]. The signals at the receivers are modeled as:

\[ y_1 = D^{q-m}x_1 \oplus D^{q-n}x_2, \]
\[ y_2 = D^{q-m}x_2 \oplus D^{q-n}x_1, \] (1.2)

where summation and multiplication are in \( \mathbb{F}_2 \), \( x_i \) and \( y_i \) are binary vectors of length \( q \triangleq \max\{m, n\} \), \( D \) is a \( q \times q \) downshift matrix with elements \( d_{j', j''} = 1 \) if \( 2 \leq j' = j'' + 1 \leq q \) and \( d_{j', j''} = 0 \) otherwise, and \( \oplus \) stands for XOR operation.

The deterministic model is completely specified by the parameters \( m \) and \( n \). These parameters are related to GSIC in the following way: \( m \triangleq ([\log \text{SNR}])^+ \) and \( n \triangleq ([\log \text{INR}])^+ \), where \( \text{SNR} \triangleq P h_d^2 \) and \( \text{INR} \triangleq P h_c^2 \). Here, for the Gaussian case, it is assumed that \( P \) is the power in the signal \( x_i \) (\( i = 1, 2 \)) and that the noise is distributed as \( \mathcal{CN}(0,1) \).

In recent years, the deterministic model has been used to study various communication scenarios to get insights into the achievable schemes and outer bounds for their Gaussian counterparts [19, 20]. In [19], the capacity region of the deterministic IC is
characterized. The study of the deterministic IC gives sound mathematical backing for the near-optimality of some well-known achievable schemes in the Gaussian case [8]. In [20], the capacity of the deterministic model for 2-user IC with limited-rate transmitter cooperation is characterized. Also, the deterministic model has been used to study communication models with secrecy constraints [21–23].

1.1.2 Schemes for managing interference

Among different possible methods to mitigate the effect of interference, two major approaches have emerged:

1. The Han-Kobayashi (HK) scheme [7, 8]

2. Interference alignment (IA) [9, 24]

The above schemes are explained briefly in the following.

Han-Kobayashi (HK) scheme

The HK-scheme, proposed in [7], is known to achieve the largest possible rate region for the 2-user single-input-single-output (SISO) IC. The HK-scheme is based on splitting the message into private and common parts. The private part of the message is required to be decodable at the intended receiver, whereas the common part of the message is required to be decodable at both the receivers. The HK-scheme allows arbitrary splits of each user’s transmit power over the private and common part of the message, as well as time sharing between multiple such splits. However, the optimization over different power splits and time sharing is not completely understood. Also, exactly how close the achievable scheme can come to the capacity of the channel is not known.
Recently, in [8], it was shown that a special case of the HK-scheme can achieve a rate within 1 bits/s/Hz of the capacity for all values of the channel parameters. One of the important aspects of this scheme is that the power of the private part of the message is chosen such that it is received at the noise floor of the unintended receiver. Hence, the interference caused by the private part of the message will have a relatively small effect on the performance. If the direct channel is strong, then the private part of the message can convey a significant amount of information to the intended receiver. The common part of the message can be decoded, and its effect can be canceled at the unintended receiver. The outer bounds derived in [8] help to establish that the HK-scheme can achieve within 1 bits/s/Hz of the capacity for all values of the channel parameters, and also, that the scheme is GDOF optimal. Some of the works analyzing the performance of the HK scheme for an IC and under different settings include [1–3].

**Interference alignment (IA)**

Interference alignment (IA) is a precoding technique that attempts to align interfering signals to a reduced dimensional subspace at each receiver. The interference can be aligned in space, time, or, frequency. It was recently shown that with IA, the sum rate achieved in the $K$-user IC scales linearly with the number of users [9, 25]. In [9], it is shown that the sum DOF for the $K$-user GIC with $M \geq 1$ antennas at each transmitter and receiver is $\frac{KM}{2}$, if the channel coefficients are time-varying and drawn from a continuous distribution. Hence, with IA, every user can achieve half the DOF that can be achieved without interference, irrespective of the number of users. More results on IA used in various communication models can be found in [14,26–28].

Most of the aforementioned achievable DOF results require long symbol extensions
(that is, the interference is aligned when one considers a large number of symbols together) or global channel knowledge at each node, which make these methods unsuitable for practical implementation. Hence, an important problem is to devise algorithms for computing the transmit precoding matrices and the receive filtering matrices for aligning the interference at all receivers that require a limited number of symbol extensions, or require only local channel state information at each node. Some of the algorithms which approximately achieve IA can be found in [29–31].

1.1.3 Information theoretic secrecy

The notion of information theoretic secrecy was first introduced in [11], where secure communication is considered between a legitimate transmitter and receiver pair, in the presence of an eavesdropper. The transmitter and receiver share a secret key, which is unknown at the eavesdropper. It is shown that perfect secrecy of the message can be ensured if and only if the length of the key is greater than or equal to the length of the message. This is a negative result, since it implies that the length of the key, and therefore the compulsory overhead in communicating in sharing it securely, increases as the length of the data increases. In this model, both the legitimate receiver and eavesdropper listen through the same channel. But, in most physical scenarios of interest, the channel to the legitimate receiver will be different from the channel to the eavesdropper. In [32], a wiretap channel is considered, where the legitimate receiver and eavesdropper receive their signals through different channels. In this case, a nonzero secrecy rate is achieved without sharing a secret key, when the channel to the eavesdropper is more noisy than the channel to the legitimate receiver. More results on wiretap channel with
different settings can be found in [6,33–35].

The interference channel has been analyzed under different eavesdropper settings, to understand the impact of interference on the achievable rate performance and secrecy of the system [12,21,36,37]. In [12], the broadcast and IC with independent and confidential messages are considered. The achievable scheme for the IC is based on stochastic encoding, and the achievable scheme for the broadcast channel (BC) uses double-binning scheme. In [36], the communication limits of the 2-user IC is investigated in the presence of an external eavesdropper. In this case, both the users design their randomized codebooks cooperatively. Also, IA precoding along with the secrecy constraint is considered in [37], and the goal is to ensure secrecy of individual messages in the case of a frequency/time selective $K$-user GIC with confidential messages. The role of cooperative relaying in ensuring secrecy under different communication models can be found in [38–40].

1.1.4 Outer bounds on capacity

An important step in characterizing the capacity of any communication system, when the exact capacity is intractable, is to derive tight outer bounds. These outer bounds provide limits on the rate-tuples of the users in the system beyond which it is not possible to achieve arbitrarily low probabilities of decoding error at the receivers. Deriving outer bounds thus helps in obtaining insights into the performance limits of the system, and to establish the optimality or otherwise of any proposed achievable scheme. Most of the existing literature uses the celebrated Fano’s inequality [41] to obtain outer bounds on the rates achievable in a given communication system. Mathematically,
Fano’s inequality is stated as follows.

**Theorem 1** ([41]). *Given an arbitrary code* $(2^nR, n)$ *consisting of code words* $x^{(1)}, x^{(2)}, \ldots, x^{(2^nR)}$, *let* $X = (X_1, X_2, \ldots, X_n)$ *be a random vector that equals* $x^{(i)}$ *with probability* $p(x^{(i)})$, $i = 1, 2, \ldots, 2^nR$, *where* $\sum_{i=1}^{2^nR} p(x^{(i)}) = 1$. *Let* $Y = (Y_1, Y_2, \ldots, Y_n)$ *be the corresponding output sequence when* $X$ *is transmitted over a channel. If* $p(e)$ *is the probability of error of the code, computed for the given input distribution, then*

$$H(X|Y) \leq H(p(e)) + p(e) \log (2^nR - 1),$$  \hspace{1cm} (1.3)

where $H(p(e)) = -p(e) \log p(e) - (1 - p(e)) \log (1 - p(e))$ and $H(X|Y)$ is the conditional entropy.

Along with Fano’s inequality, obtaining outer bound typically involves bounding the entropy terms or providing side information to receiver. The side information provided to receiver depends on the system model under consideration. Determining the form of side information to be provided to transmitter/receiver plays a crucial role in obtaining tight outer bounds. Giving too much side information to transmitter/receiver may result in a loose outer bound. Giving too little information may render the outer bound analytically intractable.

A seminal paper on deriving outer bounds on the 2-user IC is [8], which helps to establish that a simple variant of the HK-scheme can achieve rate within 1 bits/s/Hz of the outer bound for all values of the channel parameter. Outer bounds on the DOF and GDOF for multiuser ICs can be found in [1, 9, 14, 17, 25]. In [17], the outer bound helps to establish that a zero-forcing (ZF) receiving/precoding can achieve the optimal
sum DOF. In [9], the outer bound helps to establish the optimality of IA for the $K$-user SISO GIC. Also, outer bounds on DOF for the $K$-user MIMO GIC can be found in [14,25]. Outer bounds on DOF/GDOF for other communication models can be found in [2,26,42].

For communication models where secrecy of the message is also an issue, the basis for developing outer bounds are the twin considerations of data recoverability at the intended receiver and the security constraints at the unintended receivers. In general, the derivation of the outer bound on the secrecy rate involves use of Fano’s inequality along with imposing the constraints imposed by the secrecy requirement. Outer bounds for different communication models with the secrecy constraint can be found in [6,12,36,43].

1.2 Challenges in interference-limited multiuser wireless communication systems

As mentioned earlier, the capacity of 2-user IC is not known even in the Gaussian case. The difficulty lies in obtaining capacity achieving schemes and deriving tight outer bounds. One of the ways to make headway into this problem is to approximate the capacity, rather than attempting an exact characterization. In this thesis, the following key issues are addressed:

- In a multiuser MIMO setup, the use of multiple antennas at the transmitters and receivers can provide additional dimensions for signaling, which can, in turn, improve the GDOF performance of the IC. Characterizing the GDOF performance of a multiuser MIMO IC is therefore an important problem (Chapters 2-4).
• Linear precoding at the transmitters and zero-forcing filtering at the receivers is one way to achieve the sum DOF promised by IA. An important problem is thus to devise algorithms for computing the transmit precoding matrices and the receive filtering matrices that align the interferences at all the receivers (Chapter 5).

• As mentioned earlier, wireless communication is susceptible to eavesdropping owing to the broadcast nature of the medium. The past works on IC have shown that cooperation between the transmitters/receivers can increase the achievable rate significantly [20, 44]. However, the effectiveness of transmitter cooperation in managing interference and ensuring secrecy has not been analyzed in the literature. Hence, exploring the role of transmitter cooperation in managing interference and ensuring secrecy in 2-user IC is of significant importance and can provide useful insights into system performance (Chapters 6-9).

1.3 Outline of the thesis and summary of contributions

Chapter 2 of this dissertation proposes achievable schemes for the $K$-user MIMO GSIC. The $K$-user MIMO GSIC where each transmitter has $M$ antennas and each receiver has $N$ antennas is studied from a generalized degrees of freedom (GDOF) perspective. An inner bound on the GDOF is derived using a combination of techniques such as treating interference as noise, zero forcing (ZF) at the receivers, IA, and extending the HK-scheme to $K$ users, as a function of the number of antennas and the $\log \text{INR}/\log \text{SNR}$ level. Several interesting conclusions are drawn from the derived bounds. It is shown, for example, that when $K > \frac{N}{M} + 1$, a combination of the HK and IA schemes performs the best among the schemes considered.
Chapter 3 of the thesis proposes outer bounds on the sum rate for the $K$-user MIMO GIC. Three outer bounds are derived, under different assumptions of cooperation and providing side information to receivers. The novelty in the derivation lies in the careful selection of side information, which results in the cancellation of the negative differential entropy terms containing signal components, leading to a tractable outer bound. The overall outer bound is obtained by taking the minimum of the three outer bounds. The derived bounds are simplified for the MIMO GSIC to obtain outer bounds on the GDOF.

Chapter 4 of the thesis compares the achievable schemes derived in Chapter 2 with the outer bounds derived on the GDOF in Chapter 3. The bounds yield insight into the performance limits of multiuser MIMO GICs and the relative merits of different schemes for interference management. These insights are confirmed by establishing the optimality of the bounds in specific cases using an inner bound on the GDOF derived in the second chapter. It is also shown that many of the existing results on the GDOF of the GIC can be obtained as special cases of the bounds, e.g., by setting $K = 2$ or the number of antennas at each user to 1.

Chapter 5 of the thesis proposes novel precoder design algorithms for IA in the case of the $K$-user MIMO $(M \times N)$ GIC. A new performance metric for evaluating the efficacy of IA algorithms is proposed, which measures the extent to which the desired signal dimensionality is preserved after zero-forcing the interference at the receiver. Inspired by the metric, two algorithms are proposed for designing the linear precoders and receive filters for IA in the constant MIMO IC with a finite number of symbol extensions.
The first algorithm uses an eigenbeamforming method to align sub-streams of the interference to reduce the dimensionality of the interference at all the receivers. The second algorithm is iterative, and is based on minimizing the interference leakage power while preserving the dimensionality of the desired signal space at the intended receivers. The improved performance of the algorithms is illustrated by comparing them with existing algorithms for IA using Monte Carlo simulations.

Chapters 6-9 of the thesis explore the role of cooperation on managing interference and ensuring secrecy of individual messages in the case of IC. Chapter 6 of the thesis presents novel achievable schemes for the 2-user symmetric linear deterministic interference channel (SLDIC) with limited-rate transmitter cooperation and perfect secrecy constraints at the receivers. The proposed achievable scheme uses a combination of interference cancelation, relaying of the other user’s data bits, time sharing, and transmission of random bits, depending on the rate of the cooperative link and the relative strengths of the signal and the interference. The results show, for example, that the proposed scheme achieves the same rate as the capacity without the secrecy constraints, in the initial part of the weak interference regime. Also, sharing random bits through the cooperative link can achieve a higher secrecy rate compared to sharing data bits, in the very high interference regime. The results highlight the importance of limited transmitter cooperation in facilitating secure communications over 2-user interference channels.

In the seventh chapter, outer bounds are presented for the 2-user SLDIC with limited-rate transmitter cooperation and perfect secrecy constraints at the receivers. Five outer
bounds are derived, under different assumptions of providing side information to receivers and partitioning the encoded message/output depending on the relative strength of the signal and the interference. The usefulness of these outer bounds is shown by comparing the bounds with the inner bound on the achievable secrecy rate derived in the previous chapter. Also, the outer bounds help to establish that sharing random bits through the cooperative link can achieve the optimal rate in the very high interference regime.

Chapter 8 proposes achievable schemes for the 2-user GSIC with limited-rate transmitter cooperation and weak secrecy constraints at the receivers. The achievable schemes are derived using the intuitions gained from studying the SLDIC in Chapter 6. The proposed achievable scheme uses a combination of cooperative and stochastic encoding, along with dummy information transmission. The schemes differ in their construction depending on the interference regime (weak/moderate/high), and the chapter provides details of the differences as well as their corresponding performance. For example, in contrast to the achievable scheme for the weak/moderate interference regime, the dummy message sent by one of the users $i$ is required to be decodable at the receiver $j$ in the high interference regime.

Chapter 9 presents the outer bounds for the 2-user GSIC with limited-rate transmitter cooperation and weak secrecy constraints at the receivers. The difficulty in deriving these bounds lies in translating the ideas from the deterministic case to the GSIC. Three outer bounds are derived on the achievable secrecy rate in this chapter. In some of the cases, it is not possible to partition the encoded message or output as done in the case of SLDIC, and, hence, the side-information provided to the receivers is modified to obtain
analytically tractable and tight outer bounds. Finally, the achievable secrecy rates are compared with the outer bounds to illustrate the benefits of transmitter cooperation for ensuring secrecy and achieving high throughput.

A birds eye view of the thesis is shown pictorially in Fig. 1.3. In summary, this thesis studies a variety of related problems in multiuser information theory, and explores the fundamental limits of communication in each case, through the lenses of deterministic approximations and degrees of freedom characterizations. These limits are then translated to the corresponding Gaussian channels, leading to new and important insights into near-optimal transmission schemes, their corresponding performance, and fundamental limits of communications in multiuser interference-limited environments.
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Chapter 2

Inner Bound on the GDOF of the $K$-User MIMO Gaussian Symmetric Interference Channel

Approximate capacity characterization of the interference channel has recently received considerable research attention, both as a means to analyze the capacity scaling behavior as well as to obtain guidelines for interference management in a multi-user environment. Towards this, the concept of generalized degrees of freedom (GDOF) was introduced in [8] as a means of quantifying the extent of interference management in terms of the number of interference-free signaling dimensions in a 2-user interference channel (IC). In a multiuser MIMO setup, the use of multiple antennas at the transmitters and receivers can provide additional dimensions for signaling, which can, in turn, improve the GDOF performance of the IC. Characterizing the GDOF performance of a multiuser MIMO IC is therefore an important problem, and is the focus of this chapter.

Among the different possible methods to mitigate the effect of interference, two main
approaches have typically been adopted in the literature. The first is based on the notion of splitting the message into private and public parts (also known as the Han-Kobayashi (HK) scheme) [7], [8]. The second is based on the idea of interference alignment [9, 10, 24]. These schemes are based on different ideas: the former allows part of the interference to be decoded and canceled at the unintended receivers, while the latter makes the interfering signals cast *overlapping shadows* [9] at the unintended receivers, allowing them to project the received signal in an orthogonal direction and remove the effect of interference.

The HK-scheme proposed in [7] is known to achieve the largest possible rate region for the 2-user single input single output (SISO) IC. Further, it can achieve a rate that is within 1 bit/s/Hz of the capacity of the channel for all values of the channel parameters in the case of GIC [8]. Different variants of the HK-scheme for the 2-user IC can be found in [3, 45, 46]. The concept of interference alignment (IA) originated from the work of Maddah-Ali et al. in [24], and was subsequently used in the DOF analysis of the X-channel in [10] and [47]. This notion of IA was crystallized by Cadambe and Jafar in [9]. Here, the precoding matrix is designed such that the interfering signals occupy a reduced dimension at all of the unintended receivers, while the desired signal remains decodable at the intended receiver. The idea of IA was extended to the $K$-user MIMO scenario in [14]. Other recent studies on IA include [26–28, 48, 49].

The GDOF performance of the 2-user MIMO IC was characterized in [3]. It was extended to the X-channel and the $K$-user SISO IC in [50] and [1], respectively. In [2], the idea of message splitting was used to derive the GDOF in a SIMO setting when $K = N + 1$, where $N$ is the number of receive antennas at each user. However, none
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of the existing studies consider the GDOF performance of the $K$-user MIMO Gaussian IC for $K > 2$. Moreover, the achievable GDOF performance of the HK-scheme and IA has not been contrasted in the literature. These are the main issues addressed in this chapter.

In this chapter, an inner bound on the GDOF performance is derived for the MIMO Gaussian symmetric IC (GSIC) as a combination of the HK-scheme, IA, zero forcing (ZF)-receiving, and treating interference as noise. Such a compilation of results would be useful to a system designer faced with having to make a choice between the different techniques. Together, they represent the tightest known inner bound on the GDOF performance of the $K$-user time-varying MIMO GSIC. In particular, the extension of the HK-scheme to $K$-users (where $K > 2$) is non-trivial and non-unique. Here, the GDOF performance of the HK-scheme is derived and the conditions under which it is GDOF optimal are studied. To the best of the authors’ knowledge, the extension of the HK-scheme to the multiuser MIMO scenario presented here is new. Also, the interplay between the HK-scheme and IA is explored from an achievable GDOF perspective.

2.1 Preliminaries

2.1.1 System model

Consider a MIMO Gaussian IC with $K$ transmitter-receiver pairs, with $M$ antennas at each transmitter and $N$ antennas at each receiver shown in Fig. 2.1. Let $H_{ji}$ represent the $N \times M$ channel gain matrix from transmitter $i$ to receiver $j$. The channel coefficients are assumed to be drawn from a continuous distribution such as the Gaussian
distribution. The received signal at the $j$-th receiver, denoted $y_j$, is modeled as

$$y_j = \sqrt{\rho^{jj}} H_{jj} x_j + \sum_{i=1, i\neq j}^{K} \sqrt{\rho^{ji}} H_{ji} x_i + z_j,$$  

(2.1)

where $z_j$ is the complex symmetric Gaussian noise vector, distributed as $z_j \sim \mathcal{CN}(0, I_N)$ and $x_i$ is the signal transmitted by the $i$-th user, satisfying $\mathbb{E}\{x_i^H x_i\} = 1$. In deriving the inner bounds, it is assumed that $\mathbb{E}\{x_i x_i^H\}$ is full rank. The primary utility of the full rank condition is that it helps in simplifying the achievable GDOF expressions. Moreover, in many of the cases, it maximizes the achievable GDOF, because $\log \det(\cdot)$
is an increasing function on the cone of positive-definite Hermitian matrices. Also, $\rho^{\alpha_{ji}}$ represents the received signal power relative to the noise power at receiver $j$ due to the signal from user $i$. In this chapter, for analytical tractability, attention is restricted to the Gaussian Symmetric IC (GSIC), where $\alpha_{jj} = 1$, and $\alpha_{ji} = \alpha, i \neq j$, for $i, j = 1, \ldots, K$.

This assumption has been made in past work also [1–3]. Here, $\alpha > 0$ represents the ratio of the logarithm of the Interference to Noise Ratio (INR) to the logarithm of the SNR. For simplicity, it is assumed that $M \leq N$.

### 2.1.2 Generalized degrees of freedom

The generalized degrees of freedom (GDOF), introduced in [8], is an asymptotic quantity in the limit of high SNR and INR. For symmetric case, the per-user GDOF is defined as

$$d(\alpha) = \frac{1}{K} \lim_{\rho \to \infty} \frac{C_{\Sigma}(\rho, \alpha)}{\log \rho},$$

(2.2)

and $C_{\Sigma}(\rho, \alpha)$ is the sum capacity of the $K$-user MIMO GSIC defined above. When $\alpha = 1$, the GDOF reduces to the degrees of freedom (DOF) defined in [14].

### 2.2 Inner bound

In this section, an inner bound is derived for the $K$-user MIMO ($M \leq N$ and $KM > N$)\(^1\) GSIC. The main results are stated as theorems; and the proofs are provided in the Appendix. The detailed discussion and interpretation of the results is relegated to the

---

\(^1\)Note that, if $KM \leq N$, one can trivially achieve the interference-free GDOF of $M$ per user, by using a ZF receiver.
Chapter 4. For vector space IA, the channel is required to be time-varying [14]. The results for the HK-scheme, treating interference as noise and ZF-receiving are applicable in both the time-varying and the constant-channel cases.

Before stating the inner bounds, the following known results on the achievable DOF using IA and ZF-receiving are recapitulated.

### 2.2.1 Known results

**Interference alignment**

In [14], it is shown that using vector space IA, the achievable per user DOF for a $K$-user MIMO GSIC is

$$d_{IA} = \frac{R}{R + 1} \min \left\{ M, N \right\}, \text{ when } K > R, \text{ and } R \triangleq \left\lfloor \frac{\max \left\{ M, N \right\}}{\min \left\{ M, N \right\}} \right\rfloor.$$  \hfill (2.3)

**Zero-forcing (ZF) receiving**

The achievable DOF by ZF-receiving is given by:

$$d_{ZF} = \min \left\{ M, \frac{N}{K} \right\}. \hfill (2.4)$$

Note that, for vector space IA and ZF-receiving, the relative strength between the signal and interference does not matter, and hence the above DOF is achievable for all values of $\alpha$. Also, vector space IA requires global channel knowledge at every node.

### 2.2.2 Treating interference as noise

The following theorem summarizes the GDOF obtained by treating interference as noise.
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Theorem 2. The following per user GDOF is achievable for the K-user MIMO GSIC when interference is treated as noise:

\[
d(\alpha) \geq \begin{cases} 
    M + (N - KM)\alpha & \text{for } \frac{N}{M} < K \leq \frac{N}{M} + 1 \\
    M(1 - \alpha) & \text{for } K > \frac{N}{M} + 1.
\end{cases}
\]  \tag{2.5}

Proof. See Appendix A.1. \qed

2.2.3 Han-Kobayashi (HK) scheme

In this section, an achievable GDOF is derived by extending the HK-scheme to the K-user MIMO GSIC. As in past work in the two-user and SIMO case [2,3,8], three different interference regimes are considered: strong, moderate, and weak interference. A key idea in the proof is to minimize the achievable GDOF per user from the common part of the message over all possible subsets of users, which does not enter into the picture in the 2-user case considered in past work. Also, the results stated in this subsection are applicable even when \(\frac{N}{M}\) is not an integer.

**Strong interference case** (\(\alpha \geq 1\))

When \(\alpha \geq 1\), each receiver can decode both the unintended messages as well as the intended message. Hence, a \(K\)-user MAC channel is formed at each receiver, and the achievable rate region is the intersection of the \(K\) MAC regions obtained. This results in the following inner bound on the per user GDOF.

Theorem 3. In the strong interference case (\(\alpha \geq 1\)), the following per user GDOF is achievable...
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by the HK-scheme:

\[ d(\alpha) \geq \begin{cases} 
\min \left\{ M, \frac{1}{K} \left[ (K-1)M\alpha + N - (K-1)M \right] \right\} & \text{for } \frac{N}{M} < K \leq \frac{N}{M} + 1 \\
\min \left\{ M, \frac{N\alpha}{K} \right\} & \text{for } K > \frac{N}{M} + 1.
\end{cases} \] (2.6)

**Proof.** See Appendix A.2. \qed

**Moderate interference case** \((1/2 \leq \alpha \leq 1)\)

In the moderate interference regime, an achievable scheme based on HK-type message splitting is as follows. The transmitter \(j\) splits its message \(W_j\) into two sub-messages: a common message \(W_{c,j}\) that is decodable at every receiver, and a private message \(W_{p,j}\) that is required to be decodable only at the desired receiver. The common message is encoded using a Gaussian code book with rate \(R_{c,j}\) and power \(P_{c,j}\). Similarly, the private message is encoded using a Gaussian code book with rate \(R_{p,j}\) and power \(P_{p,j}\). Further, it is assumed that the rates are symmetric, i.e., \(R_{c,j} = R_c\) and \(R_{p,j} = R_p\). Also, \(P_{c,j} = P_c\) and \(P_{p,j} = P_p\). The powers on the private and common messages satisfy the constraint \(P_c + P_p = 1\). The codewords are transmitted using superposition coding, and hence, the transmitted signal \(X_j\) is a superposition of the private message and the public message.

Similar to [3], the power in the private message is set such that it is received at the noise floor of the unintended receivers, resulting in \(\text{INR}_p = 1\). Coupled with the transmit power constraint at each of the transmitters, the SNRs of the common and private parts at the desired receiver (denoted \(\text{SNR}_c\) and \(\text{SNR}_p\)) and the INRs of the common and private parts at unintended receivers (denoted \(\text{INR}_c\) and \(\text{INR}_p\)) are given by

\[ \text{SNR}_c = \rho - \rho^{(1-\alpha)}, \quad \text{SNR}_p = \rho^{(1-\alpha)}, \quad \text{INR}_c = \rho^\alpha - 1, \quad \text{and} \quad \text{INR}_p = 1. \] (2.7)
The transmit covariance of the common message is assumed to be the same as that of the private message. The decoding order is such that the common message is decoded first, followed by the private message. While decoding the common message, all the users’ private messages are treated as noise (including its own private message). The rate achievable from the private message is obtained by treating all the other users’ private messages as noise.

The GDOF is contributed by both the private and public parts of the message:

\[ d(\alpha) \triangleq d_p(\alpha) + d_c(\alpha), \quad (2.8) \]

where \( d_p(\alpha) \) and \( d_c(\alpha) \) are the GDOF contributed by the private and public parts of the message, respectively. The following theorem summarizes the per user GDOF achievable by this scheme.

**Theorem 4.** In the moderate interference regime \((1/2 \leq \alpha \leq 1)\), the proposed scheme achieves the following per user GDOF for the \( K \)-user MIMO GSIC

\[
\begin{align*}
    d(\alpha) \geq & \quad M(1 - \alpha) + \min \left\{ \frac{N\alpha}{K}, \frac{M(2K-1)\alpha-K+M(1-\alpha))}{K-1} \right\} \quad \text{for } \frac{N}{M} < K \leq \frac{N}{M} + 1 \\
    & \quad M(1 - \alpha) + \min \left\{ \frac{N\alpha}{K}, \frac{M(1-\alpha)}{K-1} \right\} \quad \text{for } K > \frac{N}{M} + 1. \quad (2.9)
\end{align*}
\]

*Proof.* See Appendix A.3.

**Weak interference case \((0 \leq \alpha \leq 1/2)\)**

In this case, the received SNR and INR of the common and private messages are set the same way as in the moderate interference regime. The per user GDOF achieved is summarized in the following theorem.
Theorem 5. In the weak interference regime \( 0 \leq \alpha \leq \frac{1}{2} \), the proposed scheme achieves the following per user GDOF for the \( K \)-user MIMO GSIC

\[
d(\alpha) \geq M(1 - \alpha) + \frac{1}{K - 1}(N - M)\alpha. \tag{2.10}
\]

Proof. See Appendix A.4.

Remark: The expressions for the GDOF in (2.9) and (2.10) are different because \( \alpha \geq 1 - \alpha \) in the former case while \( \alpha \leq 1 - \alpha \) the latter case, and this has been used to simplify the equations.

2.2.4 Achievable GDOF as a combination of the HK-scheme, IA, ZF-receiving and treating interference as noise

In this subsection, the performance of the various schemes considered above is consolidated in terms of the parameters \( \alpha, K, M \) and \( N \). Here, the channel is assumed to be time-varying in order to include IA along with the other schemes considered in this chapter. Further, to simplify the presentation, it is assumed that \( \frac{N}{M} \) is an integer in Theorems 6, 7 and 8. It is straightforward to extend the result to non-integer values of \( \frac{N}{M} \); however, the expressions become cumbersome with the floor of \( \frac{N}{M} \) appearing in the expressions, and offer little additional insight on the achievable GDOF. In Theorem 9, the achievable GDOF for the case where \( K \geq \frac{N}{M} + 4 \) is presented without assuming that \( \frac{N}{M} \) is an integer.

Theorem 6. The achievable per user GDOF in the strong interference case \( \alpha \geq 1 \) obtained by taking the maximum of all the schemes considered in this chapter is
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1. When $\frac{N}{M} < K \leq \frac{N}{M} + 1$,

$$d(\alpha) \geq \begin{cases} \frac{1}{K} \left[ \alpha(K - 1) + N - (K - 1)M \right] & \text{for } 1 \leq \alpha < \frac{M(2K - 1) - N}{M(K - 1)} \frac{M}{M + 1} \\ \frac{M(1 - \alpha)}{M} + \frac{N \alpha}{K} & \text{for } \frac{M(2K - 1) - N}{M(K - 1)} \frac{M}{M + 1} \leq \alpha \leq 1 \end{cases}$$

(2.11)

2. When $K > \frac{N}{M} + 1$,

$$d(\alpha) \geq \begin{cases} \frac{MN}{M + N} & \text{for } 1 \leq \alpha \leq \frac{KM}{M + N} \\ \frac{N}{K} & \text{for } \frac{KM}{M + N} < \alpha < \frac{KM}{N} \\ \frac{M}{M} & \text{for } \alpha \geq \frac{KM}{N} \end{cases}$$

(2.12)

Proof. See Appendix A.5.

Theorem 7. The achievable per user GDOF in the moderate interference case ($\frac{1}{2} \leq \alpha \leq 1$) obtained by taking the maximum of all the achievable schemes considered in this chapter is

1. When $\frac{N}{M} < K \leq \frac{N}{M} + 1$,

$$d(\alpha) \geq \begin{cases} M(1 - \alpha) + \frac{M\alpha(2K - 1) - N}{K - 1} & \text{for } \frac{1}{2} \leq \alpha \leq \frac{KM}{2K - 1} \\ M(1 - \alpha) + \frac{N}{K} & \text{for } \frac{KM}{2K - 1} \leq \alpha \leq 1 \end{cases}$$

(2.13)

2. When $\frac{N}{M} + 1 < K \leq \frac{N}{M} + 2$,

$$d(\alpha) \geq \begin{cases} M(1 - \alpha) + \frac{N - M(1 - \alpha)}{K - 1} & \text{for } \frac{1}{2} \leq \alpha \leq \frac{KM}{N + MK} \\ M(1 - \alpha) + \frac{N}{K} & \text{for } \frac{KM}{N + MK} \leq \alpha \leq \frac{KM^2}{(M + N)(KM - N)} \\ \frac{MN}{M + N} & \text{for } \frac{KM^2}{(M + N)(KM - N)} < \alpha \leq 1 \end{cases}$$

(2.14)

3. When $K > \frac{N}{M} + 2$, $d(\alpha) \geq \frac{MN}{M + N}$.

Proof. See Appendix A.6.

Theorem 8. The achievable per user GDOF in the weak interference case ($0 \leq \alpha \leq \frac{1}{2}$) obtained by taking the maximum of all the achievable schemes considered in this chapter is
1. When $K > \frac{N}{M} + 2$,

$$d(\alpha) \geq \begin{cases} 
M(1 - \alpha) + \frac{1}{K-1}(N - M)\alpha & \text{for } 0 \leq \alpha \leq \frac{M^2}{M(N+M) - \frac{N^2 - M^2}{K-1}} \\
\frac{N M}{N + M} & \text{for } \frac{M^2}{M(N+M) - \frac{N^2 - M^2}{K-1}} < \alpha \leq \frac{1}{2}.
\end{cases} \tag{2.15}$$

2. When $\frac{N}{M} < K \leq \frac{N}{M} + 2$,

$$d(\alpha) \geq M(1 - \alpha) + \frac{1}{K-1}(N - M)\alpha. \tag{2.16}$$

**Proof.** See Appendix A.7. \qed

From the expressions in the previous section, it is easy to see that the maximum of the achievable GDOF from the HK-scheme and IA outperforms the achievable GDOF from treating interference as noise or ZF-receiving for all values of $M$, $N$, $K$ and $\alpha$. The following result follows from carefully comparing the achievable GDOF from the HK-scheme and IA in the weak, moderate, and strong interference cases.

**Theorem 9.** Recall that $R \triangleq \left\lfloor \frac{N}{M} \right\rfloor$. When $K \geq \frac{N}{M} + 4$, the proposed scheme for the $K$-user MIMO GSIC achieves the following per-user GDOF.

1. When $R = 1$:

   (a) The HK-scheme is active in the weak interference case and in the initial part of the moderate interference case, and achieves

   $$d(\alpha) \geq \begin{cases} 
M(1 - \alpha) + \frac{(N-M)\alpha}{K-1} & \text{for } 0 \leq \alpha \leq \frac{1}{2} \\
M(1 - \alpha) + \frac{N\alpha - M(1-\alpha)}{K-1} & \text{for } \frac{1}{2} < \alpha \leq \frac{(K-1)-(R+1)}{(R+1)((K-1)-\mu)}
\end{cases}, \tag{2.17}
$$

   where $\mu \triangleq \frac{N}{M} + 1$. 

(b) IA is active in the later part of the moderate interference case and the initial part of the strong interference case, and achieves

\[ d(\alpha) \geq \frac{MR}{R+1} \quad \text{for} \quad \frac{(K-1)-(R+1)}{(R+1)((K-1)-M)} < \alpha \leq \frac{MKR}{N(R+1)}. \]

(c) The HK-scheme is active in the later part of the strong interference case, and achieves

\[ d(\alpha) \geq \begin{cases} \frac{N\alpha}{K} & \text{for} \quad \frac{MKR}{N(R+1)} < \alpha \leq \frac{MK}{N} \\ M & \text{for} \quad \alpha > \frac{MK}{N}. \end{cases} \quad (2.18) \]

2. When \( R > 1 \):

(a) The HK-scheme is active in the initial part of the weak interference case, and achieves

\[ d(\alpha) \geq M(1-\alpha) + \frac{(N-M)\alpha}{K-1} \quad \text{for} \quad 0 \leq \alpha \leq \frac{(K-1)}{(R+1)((K-1)-N/M)}. \]

(b) IA is active in the later part of the weak interference case, in the moderate interference case, and in the initial part of the strong interference case, and achieves

\[ d(\alpha) \geq \frac{MR}{R+1} \quad \text{for} \quad \frac{(K-1)}{(R+1)((K-1)-N/M)} < \alpha \leq \frac{MKR}{N(R+1)}. \quad (2.19) \]

(c) The HK-scheme is active for the later part of the strong interference case, and achieves

\[ d(\alpha) \geq \begin{cases} \frac{N\alpha}{K} & \text{for} \quad \frac{MKR}{N(R+1)} < \alpha \leq \frac{MK}{N} \\ M & \text{for} \quad \alpha > \frac{MK}{N}. \end{cases} \quad (2.20) \]

**Proof.** See Appendix A.8.

The above theorem is interesting because it exactly characterizes the regimes of \( \alpha \) where the HK-scheme and IA are active for \( K \geq \frac{N}{M} + 4 \), even when \( \frac{N}{M} \) is not an integer.
It can be used, for example, to study the effect of varying the number of transmit and receive antennas on the achievable GDOF, or the scaling of the achievable GDOF as the number of transmit and receive antennas per user is increased while keeping their ratio fixed.

2.3 Conclusions

In this chapter, a $K$-user MIMO GSIC was considered where each transmitter and receiver had $M$ and $N$ antennas, respectively. Inner bounds on the GDOF for the $K$-user MIMO GSIC were derived using a combination of ZF-receiving, treating interference as noise, IA, and extending the HK-scheme to $K$ users, as a function of the number of antennas and $\alpha$. Also, the relative performance of these schemes were characterized from an achievable GDOF perspective, when $K > \frac{N}{M} \left(\frac{N}{M}\right.$ is an integer) and $K \geq \frac{N}{M} + 4$. The usefulness of these derived bounds and their relation to the past results are discussed in Chapter 4. In the following chapter, outer bounds on the sum rate for the $K$-user MIMO GIC and GDOF per user for the $K$-user MIMO GSIC are derived.
Chapter 3

Outer Bounds on the Sum Rate of the $K$-User MIMO Gaussian Interference Channel

As mentioned earlier, IC is an information theoretic model where $K$ transmitters communicate with $K$ receivers, with each transmitter having an independent message for its corresponding receiver. Although the GIC is one of the best studied models in network information theory, its capacity region remains an open problem even in the 2-user case, except in the so-called strong interference regime [15]. Due to this, there has been an active research interest in approximately characterizing the capacity in terms of the number of interference-free signaling dimensions accessible in the GIC, also known as the generalized degrees of freedom (GDOF) [8]. The GDOF is typically characterized by deriving inner or outer bounds on the capacity, and analyzing their behavior when the INR and SNR go to infinity, but their ratio in the log-domain is held constant. In particular, outer bounds have been derived in the literature for several cases of two-user ICs and the $K$-user single-input single-output (SISO) IC. This chapter focuses on
developing outer bounds on the sum rate for the $K$-user MIMO GIC, and, using them, obtaining bounds on the GDOF in the symmetric case.

In the seminal work by Etkin, Tse, and Wang [8], the capacity of a 2-user GIC was characterized to within 1 bit/s/Hz of the capacity. The key to the characterization lies not only in devising novel achievable schemes, but also in deriving tight outer bounds. The outer bound was obtained by providing receivers with side information, and deriving outer bounds on the capacity of the resulting improved GIC. Other outer bounds for the 2-user discrete memoryless channel and GIC were presented in [51–53]. One of the bounds in [53] is obtained by using a genie to provide one of the receivers with just enough information to decode both messages. Among the 2-user sum rate outer bounds, the bounds in [8] are tightest, followed by [53], which is tighter than those in [51, 52]. Outer bounds on the sum rate and GDOF for the 2-user MIMO GIC can be found in [54] and [42], respectively. The sum rate and GDOF outer bound for the $N + 1$ user single-input multiple-output (SIMO) GIC with $N$ receive antennas at each user can be found in [2].

Past work by several researchers has provided bounds on the degrees of freedom (DOF) and GDOF for multiuser ICs (e.g., [1, 9, 14, 17, 25]). In [17], a MIMO multiple access channel (MAC) outer bound on the sum capacity of the MIMO GIC was derived, and simplified to obtain a bound on the DOF. It was also shown that zero forcing (ZF) receiving/precoding is sufficient to achieve all the available DOF. In [9], an outer bound on the DOF for the $K$-user SISO GSIC was presented, and the novel idea of interference alignment (IA) developed in this work was found to be DOF optimal.
Subsequently, in [14], an outer bound on the DOF for the $K$-user MIMO GSIC was developed, and shown to be tight when $R = \frac{\max(M, N)}{\min(M, N)}$ is an integer, where $M$ and $N$ are the number of transmitting and receiving antennas, respectively. The outer bound in [14] was improved in [25] by considering multiple ways of cooperation among users. The achievable scheme derived in [25] was shown to be tight when $K \geq \frac{M+N}{\gcd(M, N)}$, where $\gcd(M, N)$ denotes the greatest common divisor of $M$ and $N$. Recently, some results on the GDOF of the 3-user MIMO GIC were reported in [55]. However, although several outer bounds have been derived for the DOF/GDOF, general outer bounds on the sum rate for the $K$-user MIMO GIC for $K > 2$ that are valid for all values of the channel parameters are not available in the existing literature. Deriving such bounds can offer important insight into the performance limits of multiuser ICs, and is therefore the focus of this chapter.

In this chapter, three new outer bounds on the sum rate are proposed, which are valid for all values of channel parameters. Further, these outer bounds are simplified to obtain outer bounds on the GDOF in the symmetric case. The overall outer bound on the GDOF is obtained by taking the minimum of the three bounds and the interference-free GDOF of $\min(M, N)$ per user. The first outer bound is based on using a combination of user cooperation similar in flavor to [25], in conjunction with providing a subset of receivers with side information. The other two outer bounds are based on providing carefully selected side information to the receivers in such a way that the the negative differential entropy terms in the sum rate bound that contain a signal component cancel out, due to which, it is possible to obtain a single letter characterization.

The three bounds on the GDOF perform differently, depending on the values of the
parameters $\alpha, M, N$ and $K$. Further, the outer bounds are compared with the inner bounds presented in Chapter 2. This, in turn, provides insights into the performance limits of different schemes for interference management. In summary, the main contributions of this chapter are:

- Three outer bounds on the sum rate are derived, presented as Theorems 10, 11 and 12. These theorems apply to all channel conditions when the channel coefficients are drawn from a continuous distribution.

- The three theorems are specialized to the MIMO GSIC to obtain outer bounds on the per user GDOF, stated as Lemmas 1, 2 and 3. To the best of the authors’ knowledge, result derived here represents the tightest known outer bound on the per user GDOF of the $K$ ($K > 2$) user MIMO GSIC, except for some specific cases mentioned in Section 4.1.

- The scheme for providing side information employed in Theorem 11 is new. The corresponding GDOF result in Lemma 2 establishes that treating interference as noise is GDOF optimal when $M = N$ and for all $K$, in the weak interference regime.

- Lemmas 1 and 3 are used to establish the optimality of the achievable scheme in Chapter 2, when $\frac{N}{M} < K \leq \frac{N}{M} + 1$.

The following notation is used in this chapter. Lower case or upper case letters are used to represent scalars. Small boldface letters represent vectors, whereas capital boldface letters represent matrices. $x^n = [x^T_1, x^T_2, \ldots, x^T_n]^T$ represents a long vector consisting of the sequence of vectors $x_i$, $i = 1, 2, \ldots, n$. $h(.)$ represents differential
entropy, $I(\cdot;\cdot)$ represents mutual information, $I_L$ is the $L \times L$ identity matrix, and $\text{blkdiag}(H_{11}, H_{22}, \ldots, H_{L,L})$ represents a matrix which is obtained by the block diagonal concatenation of matrices $H_{11}, H_{22}, \ldots, H_{L,L}$.

### 3.1 Preliminaries

Consider a MIMO GIC with $K$ transmitter-receiver pairs, with $M_i$ antennas at the $i$-th transmitter and $N_j$ antennas at the $j$-th receiver. Let $H_{ji}$ represents the $N_j \times M_i$ channel gain matrix from transmitter $i$ to receiver $j$. The channel coefficients are assumed to be drawn from a continuous distribution such as the Gaussian distribution. The received signal at the $j$-th receiver, denoted $y_j$, is modeled as

$$y_j = H_{jj}x_j + \sum_{i=1,i\neq j}^{K} H_{ji}x_i + z_j,$$

where $z_j$ is the complex symmetric Gaussian noise vector, distributed as $z_j \sim \mathcal{CN}(0, I_{N_j})$, and $x_i$ is the signal transmitted by the $i$-th user, satisfying the power constraint $\mathbb{E}\{x_i^H x_i\} = P_i$. As in past work on the MIMO GIC, global channel state information is assumed to be available at every node. For the symmetric case considered later in the chapter, with a slight abuse of notation, $H_{ji}$ ($j \neq i$) is replaced with $\sqrt{\rho}H_{ji}$, and $H_{jj}$ is replaced with $\sqrt{\rho}H_{jj}$. The symmetric model considered here, is same as mentioned in Chapter 2.

### 3.2 Outer bounds

In this section, three outer bounds on the sum rate of the $K$-user MIMO GIC are stated as Theorems 10, 11 and 12. The bounds are general in the sense that they are valid for all values of the channel parameters. Then, the bounds are specialized to the case
of the MIMO GSIC to obtain outer bounds on the per user GDOF; these are stated as Lemmas 1, 2 and 3. Finally, the overall outer bound on the GDOF is obtained by taking the minimum of the three outer bounds and the interference free GDOF bound of \( \min(M, N) \) per user.

The first outer bound is obtained by considering cooperation among subsets of users. The idea of using cooperation among users has been explored in [25] for obtaining outer bounds on the DOF of the \( K \)-user MIMO GIC. However, it turns out that cooperation by itself is not sufficient for obtaining outer bounds on the sum rate of the \( K \)-user MIMO GIC. When \( \alpha \neq 1 \), the symmetric assumption on the resulting 2-user GIC is no longer valid when the users are allowed to cooperate among themselves. Hence, this technique cannot be directly used to obtain an outer bound on the GDOF or the sum rate. It is necessary to provide a judiciously chosen signal as side information to a subset of the receivers in addition to cooperation, to convert the system into a MIMO \( Z \)-GIC, whose capacity cannot be worse than the original MIMO GIC. Then, an outer bound on the \( Z \)-GIC is derived. Taking the minimum of the outer bounds obtained by considering all possible combinations of cooperating users results in an outer bound on the sum rate of the MIMO GIC.

Thus, the \( K \)-user system is divided into two disjoint groups; group-1 containing \( L_1 \) \( (0 \leq L_1 \leq K) \) users, and group-2 containing \( L_2 \) \( (0 \leq L_2 \leq K) \) users, with \( L \triangleq L_1 + L_2 \) such that \( 0 < L \leq K \). Users not in either group are provided globally known, predetermined sequences for transmission, and hence, they play no role in the sum rate. The receivers within a given group are provided the messages of the other users in the same group, due to which, interference between users within a group is eliminated.
In group-1, all $L_1$ users are allowed to cooperate among themselves but they experience interference from group-2. Similarly, users in group-2 are allowed to cooperate among themselves. In group-2, all the receivers are given the messages of users $1, \ldots, L_1$ by a genie as side information. As a result, group-2 does not see any interference from the users in group-1. To simplify the equation, it is assumed that each transmitter is equipped with $M$ antennas and each receiver is equipped with $N$ antennas, in stating Theorem 10.

**Theorem 10.** The sum rate of the $K$-user MIMO GIC is upper bounded as follows:

$$
\sum_{i=1}^{L} R_i \leq \log \left| I_{L_1 N} + \overline{H}_{11} \overline{F}_1 \overline{F}_1^H + \overline{H}_{12} \overline{F}_2 \overline{F}_2^H \right|
$$

$$
+ \log \left| I_{L_2 N} + \overline{H}_{22} \overline{F}_2^{1/2} \left( I_{L_2 M} + \overline{P}_2^{1/2} \overline{H}_{12} \overline{H}_{12}^H \overline{F}_2^{1/2} \right)^{-1} \overline{P}_2^{1/2} \overline{H}_{22}^H \right|,
$$

(3.2)

where

$$
\overline{H}_{11} \triangleq \text{blkdiag}(H_{11}, \ldots, H_{L_1,1}), \overline{H}_{22} \triangleq \text{blkdiag}(H_{L_1+1,L_1+1}, \ldots, H_{L,L}), \overline{H}_{ij} \in \mathbb{C}^{L_i \times L_j M},
$$

$$
H_{ij} \in \mathbb{C}^{N \times M}, \overline{F}_j \in \mathbb{C}^{L_j M \times L_j M}, \overline{P}_1 \triangleq \text{blkdiag}(P_1, \ldots, P_{L_1}), \overline{P}_2 \triangleq \text{blkdiag}(P_{L_1+1}, \ldots, P_{L_2}),
$$

$$
P_j \in \mathbb{C}^{M \times M} : \text{input covariance matrix of } j^{th} (j = 1, 2) \text{ user}, L_1 + L_2 \triangleq L \leq K,
$$

$$
0 < L_1, L_2 \leq K, \text{ and } \overline{H}_{12} \triangleq \begin{bmatrix}
H_{1,1+1} & H_{1,1+2} & \cdots & H_{1,L} \\
& & & \\
& & & \\
H_{L_1,1+1} & H_{L_1,1+2} & \cdots & H_{L_1,L}
\end{bmatrix}.
$$

Proof. See Appendix B.1. \hfill \square

Recall that, in order to obtain (3.2), $L_1$ and $L_2$ users are allowed to cooperate in groups-1 and 2, respectively. There are $3^K - 1$ ways of choosing the user groups for cooperation. Hence, the minimum sum rate obtained out of all possible ways of cooperation leads to the tightest outer bound on the sum rate obtainable from this method. Since the users
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have different power constraints and users see different SNRs and INRs, obtaining a closed-form outer bound becomes a formidable task. However, for the symmetric case, a simplified solution exists, as given by the following Lemma.

**Lemma 1.** In the symmetric case, the upper bound of Theorem 10 can be expressed as an upper bound on the per user GDOF as follows:

1. When $M \leq N$,

$$d(\alpha) \leq \min_{L_1, L_2} \left\{ \frac{1}{L_2} \left[ L_1 M + \min \{ r, L_1(N - M) \} \alpha + L_r \right] + \min \{ r, L_2 N - L_r \} (1 - \alpha) \right\} \text{ for } 0 \leq \alpha \leq 1$$

$$\frac{1}{L_2} \left[ r \alpha + \min \{ L_1 M, L_1 N - r \} + L_r \right] \text{ for } \alpha > 1.$$

2. When $M > N$,

$$d(\alpha) \leq \min_{L_1, L_2} \left\{ \frac{1}{L_2} \left[ L_1 N + L' + \min \{ L', L_2 N - L' \}(1 - \alpha) \right] \text{ for } 0 \leq \alpha \leq 1 \right\}$$

$$\frac{1}{L_2} \left[ L_1 N + r(\alpha - 1) + L' \right] \text{ for } \alpha > 1,$$

where $r \triangleq \min \{ L_2 M, L_1 N \}$, $L_r \triangleq L_2 M - r$, $L' \triangleq \min \{ L_2 N, L_r \}$, $0 \leq L_1, L_2 \leq K$, and $L_1 + L_2 \triangleq L \leq K$.

**Proof.** See Appendix B.2. 

The result below provides another outer bound on the sum rate, by providing side information in the form of a noisy version of the intended message at the receivers. To the best of the authors’ knowledge, the scheme for providing side information employed here is new. It leads to the tightest known bounds for some parameter values as mentioned in Theorem 13. Let $s_{j,B} \triangleq \sum_{i \in B} H_{j,i} x_i + z_j$, where $B \subseteq \{1, 2, \ldots, K\}$ is a subset users. Then, user 1 is provided $s_{2,1}$ and user $K$ is provided $s_{K-1,K}$. Users $i = 2, 3, \ldots, K - 1$ are provided $s_{i-1,i}$ and $s_{i+1,i}$ in succession to obtain two sets of rate bounds. It turns
out that, by doing so, all the negative differential entropy terms containing a signal component cancel out, leading to the outer bound given by Theorem 11 below. Further remarks on the choice of side information are offered in Chapter 4.

**Theorem 11.** For the $K$-user MIMO GIC, the following rate bound is applicable:

$$R_s \leq \sum_{i=1}^{K-1} \log |I_{N_i} + \sum_{j=1, j \neq i}^{K} \phi_{i,j} + \psi_{i,i+1}| + \sum_{i=2}^{K} \log |I_{N_i} + \sum_{j=1, j \neq i}^{K} \phi_{i,j} + \psi_{i,i-1}|,$$

where $R_s \triangleq R_1 + 2 \sum_{i=2}^{K-1} R_i + R_K$, $\psi_{i,j} \triangleq H_{ii} P_i^{1/2} (I_{M_i} + P_i^{1/2} H_{ij} H_{ij} P_i^{1/2})^{-1} P_i^{1/2} H_{ii}^H$, and $\phi_{i,j} \triangleq H_{ij} P_j H_{ij}^H$.

**Proof.** See Appendix B.3.

**Remark:** Note that the above theorem presents a bound on $R_1 + 2 \sum_{i=2}^{K-1} R_i + R_K$, rather than on the sum rate, i.e., $\sum_{i=1}^{K} R_i$. Clearly, one can obtain $\frac{K(K-1)}{2}$ inequalities of the form (3.3), for each possible choice of the first and $K^\text{th}$ user. Bounds on the sum rate can then be obtained from the above by summing all such inequalities and dividing by $\frac{3K(K-1)}{2}$.

**Lemma 2.** In the symmetric case, the upper bound of Theorem 11 can be reduced to the following per user GDOF upper bound:

$$d(\alpha) \leq \begin{cases} r_{\min}(1 - \alpha) + \min\{r', r_{\max} - r_{\min}\} \alpha & \text{for } 0 \leq \alpha \leq \frac{1}{2} \\ r' \alpha + \min\{r_{\min}, r_{\max} - r'\}(1 - \alpha) & \text{for } \frac{1}{2} \leq \alpha \leq 1, \end{cases}$$

where $r_{\min} \triangleq \min\{M, N\}$, $r_{\max} \triangleq \max\{M, N\}$, and $r' \triangleq \min\{N, (K - 1)M\}$.

**Proof.** See Appendix B.4.
Theorem 12. For the $K$-user MIMO GIC, the following rate bound is applicable:

$$
R_s \leq \log \left| I_{N_i} + \sum_{j=1, j\neq i}^{K} \phi_{1,j} + \psi_{1,K} \right| + \sum_{i=2}^{K-1} \log \left| I_{N_i} + \mathbf{H}_{i,i} \mathbf{P}_{i1}^{1/2} \left\{ \mathbf{I}_{M_{r_i}} + \mathbf{P}_{11}^{1/2} \mathbf{H}_{K,i}^H \mathbf{H}_{K,i} \mathbf{P}_{11}^{1/2} \right\}^{-1} \mathbf{P}_{i1}^{1/2} \mathbf{H}_{i,i+1}^H \right| + \sum_{i=2}^{K-1} \log \left| I_{N_i} + \mathbf{H}_{i,K} \mathbf{P}_{i3}^{1/2} \left\{ \mathbf{I}_{M_{r_i}'} + \mathbf{P}_{i3}^{1/2} \mathbf{H}_{i1}^H \mathbf{H}_{i1} \mathbf{P}_{i3}^{1/2} \right\}^{-1} \mathbf{P}_{i3}^{1/2} \mathbf{H}_{i,K}^H + \mathbf{H}_{i,i-1} \mathbf{P}_{i4} \right|$$

$$+ \sum_{i=2}^{K-1} \log \left| I_{N_i} + \mathbf{H}_{i,K,i+1}^H \mathbf{H}_{K,i}^H \mathbf{P}_{i4}^{1/2} \right|^{-1} \mathbf{P}_{i4}^{1/2} \mathbf{H}_{i,K-1} + \log \left| I_{N_K} + \sum_{j=1}^{K-1} \phi_{K,j} + \psi_{K,1} \right| ,
$$

(3.5)

where

$$\mathbf{H}_{ii} \triangleq [H_{i1} H_{i2} \ldots H_{ii}] , \quad \mathbf{H}_{i,i+1} \triangleq [H_{i,i+1} H_{i,i+2} \ldots H_{i,K}] , \quad \mathbf{H}_{Ki} \triangleq [H_{K1} H_{K2} \ldots H_{Ki}] ,$$

$$\mathbf{H}_{1,i+1} \triangleq [H_{1,i+1} H_{1,i+2} \ldots H_{1K}] , \quad \mathbf{H}_{i1} \triangleq [H_{i1} H_{i2} \ldots H_{i1}] , \quad \mathbf{H}_{iK} \triangleq [H_{i1} H_{i2} \ldots H_{ii}] ,$$

$$\mathbf{H}_{K,i+1} \triangleq [H_{K1} H_{K1+1} \ldots H_{K,K-1}] , \quad \mathbf{H}_{i,K-1} \triangleq [H_{i1} H_{i,i+1} \ldots H_{i,K-1}] ,$$

$$\mathbf{P}_{i1} \triangleq \text{blkdiag} \left( \mathbf{P}_1 \mathbf{P}_2 \ldots \mathbf{P}_i \right) , \quad \mathbf{P}_{i2} \triangleq \text{blkdiag} \left( \mathbf{P}_{i+2} \mathbf{P}_{i+3} \ldots \mathbf{P}_K \right) , \quad \mathbf{P}_{i3} \triangleq \text{blkdiag} \left( \mathbf{P}_K \mathbf{P}_2 \ldots \mathbf{P}_i \right) , \quad \mathbf{P}_{i4} \triangleq \text{blkdiag} \left( \mathbf{P}_1 \mathbf{P}_{i+1} \ldots \mathbf{P}_{K-1} \right) , \quad M_{r_i} \triangleq \sum_{j=1}^{i} M_j , \quad M_{s_i} \triangleq \sum_{j=i+1}^{K} M_j ,$$

$$\mathbf{M}_{r_i} \triangleq \sum_{j=2}^{i} M_j + M_{K} , \quad \mathbf{M}_{s_i} \triangleq \mathbf{M}_1 + \sum_{j=i+1}^{K-1} M_j , \quad R_s \triangleq \mathbf{R}_1 + \sum_{j=2}^{K-1} R_{ij} + 2 \sum_{i=2}^{K-1} R_{ij} + \mathbf{R}_K , \quad \phi_{i,j} \triangleq \mathbf{H}_{ij}^H \mathbf{P}_j \mathbf{H}_{ij}^H ,$$

and

$$\psi_{i,j} \triangleq \mathbf{H}_{ij} \mathbf{P}_i^{1/2} \left( \mathbf{I}_{M_i} + \mathbf{P}_i^{1/2} \mathbf{H}_{ij}^H \mathbf{P}_j^{1/2} \right)^{-1} \mathbf{P}_i^{1/2} \mathbf{H}_{ij}^H .
$$

(3.6)

Proof. See Appendix B.5. □

Remark: A bound on the sum rate ($\sum_{i=1}^{K} R_i$) can be obtained in a similar manner as in Theorem 11.

The above result can be used to obtain an outer bound of the GDOF of the $K$-user MIMO GSIC only for $\frac{N}{M} < K \leq \frac{N}{M} + 1$, because the form of the above outer bound
results in rank deficient matrices when $K > \frac{N}{M} + 1$, which make finding the inverse and computing the GDOF analytically intractable.

**Lemma 3.** In the symmetric case, when $\frac{N}{M} < K \leq \frac{N}{M} + 1$, the sum rate upper bound of Theorem 12 can be expressed as an upper bound on the per user GDOF as follows:

$$d(\alpha) \leq \begin{cases} M(1 - \alpha) + \frac{1}{K-1} (N - M) \alpha & \text{for } 0 \leq \alpha \leq \frac{1}{2} \\ M \alpha + \frac{1}{K-1}(N - M)(1 - \alpha) & \text{for } \frac{1}{2} \leq \alpha \leq 1. \end{cases} \quad (3.7)$$

**Proof.** See Appendix B.6. \qed

The overall outer bound is obtained by taking minimum of the outer bounds in Lemmas 1, 2 and 3. Due to minimization involved in Lemma 1, analytical characterization of the outer bound is not possible in all cases. However, in Theorem 13 below, an expression for the combined outer bound is obtained when $K \geq N + M$ and $\frac{N}{M} < K \leq \frac{N}{M} + 1$. Also, a unified expression is presented for case $\frac{N}{M} + 1 < K < M + N$, when $\frac{N}{M}$ is integer-valued. In stating the theorem, three interference regimes are considered, as in the past work [2, 3, 8]. The result follows by first analytically solving the minimization in Lemma 1 and then carefully comparing the three outer bounds to determine which bound is tightest for different $K, M, N$ and $\alpha$.

**Theorem 13.** The outer bound on the per user GDOF of the $K$-user MIMO ($M \leq N$) GSIC, obtained by taking the minimum of the outer bounds derived in this chapter, is

1. When $(K \geq M + N)$ or $(\frac{N}{M} + 1 < K < M + N$, where $\frac{N}{M}$ is an integer):

   (a) Weak interference regime $(0 \leq \alpha \leq \frac{1}{2})$: When $MN < N^2 - M^2$, Lemma 1 is active,
otherwise Lemma 2 is active, and the outer bound is of the following form:

\[
d(\alpha) \leq \begin{cases} 
M - \frac{M^2\alpha}{M+N} & \text{for } MN < N^2 - M^2 \\
M(1-\alpha) + (N-M)\alpha & \text{for } MN \geq N^2 - M^2.
\end{cases}
\] (3.8)

(b) Moderate interference regime \(\frac{1}{2} \leq \alpha \leq 1\):

i. When \(MN < N^2 - M^2\), Lemma 1 is active, and the outer bound is of the following form:

\[
d(\alpha) \leq M - \frac{M^2\alpha}{M+N}.
\] (3.9)

ii. When \(MN \geq N^2 - M^2\), Lemma 2 is active for \(\frac{1}{2} \leq \alpha \leq \frac{M(M+N)}{N(M+N)+M^2}\), whereas Lemma 1 is active for \(\frac{M(M+N)}{N(M+N)+M^2} < \alpha \leq 1\), and the outer bound becomes

\[
d(\alpha) \leq \begin{cases} 
N\alpha & \text{for } \frac{1}{2} \leq \alpha \leq \frac{M(M+N)}{N(M+N)+M^2} \\
M - \frac{M^2\alpha}{M+N} & \text{for } \frac{M(M+N)}{N(M+N)+M^2} < \alpha \leq 1.
\end{cases}
\] (3.10)

(c) High interference regime \(\alpha \geq 1\): In this case, Lemma 1 is active and the outer bound is of the following form:

\[
d(\alpha) \leq \begin{cases} 
\frac{M(N\alpha)}{M+N} & \text{for } 1 \leq \alpha \leq \frac{M+N}{N} \\
M & \text{for } \alpha > \frac{M+N}{N}.
\end{cases}
\] (3.11)

2. When \(\frac{N}{M} < K \leq \frac{N}{M} + 1\):

(a) Weak interference regime \(0 \leq \alpha \leq \frac{1}{2}\): In this case, Lemma 3 is active and the outer bound is of the following form:

\[
d(\alpha) \leq M(1-\alpha) + \frac{1}{K-1}(N-M)\alpha.
\] (3.12)

(b) Moderate interference regime \(\frac{1}{2} \leq \alpha \leq 1\): Lemma 3 is active for \(\frac{1}{2} \leq \alpha \leq \frac{K}{2K-1}\),
and Lemma 1 is active for \( \frac{K}{2K-1} < \alpha \leq 1 \). The outer bound becomes

\[
d(\alpha) \leq \begin{cases} 
M \alpha + \frac{1}{K-1} (N - M)(1 - \alpha) & \text{for } \frac{1}{2} \leq \alpha \leq \frac{K}{2K-1} \\
M(1 - \alpha) + \frac{N \alpha}{K} & \text{for } \frac{K}{2K-1} < \alpha \leq 1.
\end{cases}
\] (3.13)

(c) High interference regime (\( \alpha \geq 1 \)): In this case, Lemma 1 is active and the outer bound is of the following form:

\[
d(\alpha) \leq \begin{cases} 
\frac{1}{K} [N + (K - 1)M(\alpha - 1)] & \text{for } 1 \leq \alpha \leq \frac{2KM - (M+N)}{(K-1)M} \\
M & \text{for } \alpha \geq \frac{2KM - (M+N)}{(K-1)M}.
\end{cases}
\] (3.14)

\( \square \)

### 3.3 Conclusions

This chapter derived outer bounds on the sum rate of the \( K \)-user MIMO GIC. The outer bounds were simplified for the MIMO GSIC to obtain the GDOF as a function of \( \alpha = \log \text{INR} / \log \text{SNR} \). The outer bound was obtained by taking the minimum of three bounds, one of the bounds being derived using the notion of cooperation and providing side information, and the other two based on providing carefully selected partial side information at the receivers. The novelty of the derivation lies in the careful selection of the side information, which results in the negative differential entropy terms containing signal components canceling out from the sum rate bounds. The usefulness of these outer bounds and their relation to the past results are discussed from a GDOF perspective in the next chapter.
Chapter 4

Discussion on the Bounds on the GDOF for the $K$-User MIMO GSIC

In this chapter, the proposed achievable schemes in Chapter 2 are compared with the outer bounds on the per user GDOF derived in the previous chapter. For example, in the weak interference regime ($0 \leq \alpha \leq \frac{1}{2}$), when $M = N$, the outer bound in Theorem 11 that provides each receiver with a noisy version of the interference caused by only one unintended transmitter is the tightest, and its GDOF coincides with that of the achievable scheme where each receiver treats interference as noise. Hence, treating interference as noise is GDOF optimal in the weak interference regime. When $\frac{N}{M} < K \leq \frac{N}{M} + 1$, the outer bound coincides with the inner bound for all values of $\alpha$. This indicates that decoding part of the interference as in the Han-Kobayashi (HK) scheme ([7, 8]) is optimal for this range of $K$; and how much of interference to decode depends on the interference level. This, in turn, provides insights into the performance limits of different schemes for interference management. Note that all the comparisons are against the special case of the HK-scheme where the interference is leveled against noise.
The results also bring out the improvement in the achievable GDOF that can be obtained by adding antennas at the transmitters or receivers and can be used to answer questions related to the allocation of antennas between the transmitters and receivers to maximize the achievable GDOF. For example, when $K > \frac{N}{M} + 1$, neither the HK-scheme nor IA can uniformly outperform the other; which scheme is the better of the two depends on the $\log \text{INR}/\log \text{SNR}$ level and the values of $M$, $N$ and $K$. In particular, these insights do not follow from past work on the 2-user SISO/MIMO [3, 8] or the $K$-user SISO/SIMO [1, 2] cases. Also, relation of the derived bounds with past results are discussed in this chapter.

4.1 Comparison with existing results

Some observations on how the bounds on the GDOF derived in Chapters 2 and 3 in relation to existing work are as follows:

1. When $M = 1$ and $K = N + 1$, the HK-scheme in Section 2.2.3 in Chapter 2 and the outer bound in Lemma 3 in Chapter 3 reduce to the corresponding SIMO GDOF result in [2] (see Fig. 4.1 and 4.2).

2. When $K = 2$, the inner bound derived in Section 2.2.3 in Chapter 2 and the outer bound in Chapter 3 reduce to the corresponding 2-user symmetric GDOF result in [3].

3. When $M = N = 1$ and $K = 2$, the inner bound in Section 2.2.3 in Chapter 2 and the outer bound in Chapter 3 reduce to the corresponding GDOF result for the symmetric case in [8] (see Fig. 4.1 and 4.2).
4. When $M = N = 1$, the inner bound matches with the result in [1] only in the weak interference regime. In [1], under the SISO constant channel setting, a higher GDOF is achieved using multi-level coding with a nested lattice structure. However, the outer bound derived in chapter 3 reduces to the $K$-user SISO GSIC GDOF result in [1].

5. When $\alpha = 1$, the cooperative outer bound of Lemma 1 matches with the DOF outer bound in [25] for many cases of $K, M$ and $N$ (e.g., $K = 3, M = 2, N = 5$). Theorem 1 uses genie-aided message sharing in addition to cooperation, to handle the $\alpha \neq 1$ cases. The bound in [25] only requires cooperation, due to which it is lower for some values of $M, N$ and $K$. Hence, when $\alpha = 1$, the minimum of the outer bound derived here and the one in [25] is plotted in the graphs presented in the next subsection. The outer bound derived here does not match with the DOF-optimal outer bound in [56] for the $K = 3$ and $\frac{N}{M} + 1 < K \leq \frac{M + N}{\gcd(M,N)}$ case. The outer bound in [56] uses the concept of subspace alignment chains to identify the extra dimension to be provided by a genie to a receiver, which does not easily generalize to arbitrary $K, M, N$ and $\alpha$.

6. When $K = 2$, the outer bound in Lemma 1 reduces to the DOF outer bound on MIMO Z-GIC in [57].

In Figs. 4.1 and 4.2, the inner bound and outer bound derived in previous chapters are compared with some of the existing results mentioned above. In Fig. 4.1, the achievable per-user GDOF is plotted against $\alpha$ for the $K = 3$ user GSIC with various antenna configurations and compared with existing results. The inner bound derived in Chapter 2 is compared with the result in [1] for the SISO GSIC case and with the result in [2]
for the SIMO GSIC with $K = N + 1$. Since the achievable GDOF in [1] is discontinuous at $\alpha = 1$, it is represented by the filled circle in the plot. Note that the scheme in [1] assumes that the channel remains constant over time. Hence, the performance of IA is not included in the comparison. Further, the achievable GDOF is plotted for the $2 \times 3, 2 \times 4, 2 \times 5$ and $2 \times 6$ antenna configurations. Also, the outer bound derived in Chapter 3 is plotted for these antenna configurations to verify the optimality of the inner bound.
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4.2 Numerical examples

Now, some numerical examples are considered to get better insight into the bounds for various values of $K, M, N,$ and $\alpha$. The channel is assumed to be time-varying since IA is considered, except for Fig. 4.1, which considers a constant channel to facilitate comparison with past work.

In Fig. 4.3, the outer bounds on the per user GDOF in Lemmas 1, 2 and 3 are contrasted as a function $\alpha$, for $(M, N) = (2, 2)$ and $(2, 4)$. When $K = 3$ and $(M, N) = (2, 2)$,
the outer bound in Lemma 2 is active in the weak interference regime and the initial part of the moderate interference regime. The outer bound in Lemma 1 is not tight in this regime, as a result of the genie giving too much information to the receiver. As the interference level increases, it is necessary to provide the unintended message completely as in Theorem 10 to obtain a tractable outer bound; and hence Lemma 1 is active in the later part of the moderate interference regime and the high interference regime. As the number of receive dimensions increases \((N = 4)\), the outer bound in Lemma 2 is found to be loose. Hence, another outer bound is derived, where a carefully chosen part of the interference is provided as side information to the receiver, as in Theorem 12. The corresponding GDOF outer bound in Lemma 3 is tight in the weak interference regime \((0 \leq \alpha \leq \frac{1}{2})\) and in the initial part of the moderate interference regime \((\frac{1}{2} \leq \alpha \leq \frac{3}{5})\). For \(\alpha > \frac{3}{5}\), the outer bound in Lemma 1 is active, as in the previous case.

Figure 4.1 illustrates the benefits of having additional antennas at the transmitter and receiver in improving the achievable GDOF. For the SISO GSIC, the proposed inner bound matches with the result in [1] in the weak interference case. There exists a gap between the two schemes in the moderate interference case and in the initial part of the strong interference case, as noted in the previous subsection. For the SIMO case, the achievable GDOF of the proposed scheme matches with that of the scheme in [2] and is also GDOF optimal. As receive antennas are added, in the strong interference regime, the HK-scheme achieves the interference-free GDOF at a smaller value of \(\alpha\). In the \(2 \times 6\) system, as \(N = KM\), ZF-receiving achieves the interference free GDOF for all values of \(\alpha\). Finally, note that the inner bound is GDOF optimal for the \(2 \times 4\), \(2 \times 5\) and \(2 \times 6\)
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In Fig. 4.4, the per user GDOF is plotted against $\alpha$ for $K = 3$ and $M = N = 2$. In the weak interference regime, treating interference as noise coincides with the outer bound in Chapter 3. In this case, treating interference as noise performs as well as the HK-scheme. IA is seen to be GDOF optimal at $\alpha = 1/2$ and 1. In the strong interference regime, IA initially performs the best, and as $\alpha$ increases, the HK-scheme performs the best, and finally achieves the interference free GDOF. There exists a gap between the inner and outer bounds in the moderate and strong interference regimes.

In Figs. 4.5 and 4.6, the outer bound on the per user GDOF is plotted against $\alpha$ for

Figure 4.3: Comparison of the different outer bounds on per user GDOF for the $K = 3$ user GSIC with $(M, N) = (2, 2)$ and $(2, 4)$. MIMO GSIC cases.
Figure 4.4: The achievable GDOF for the $K = 3$ user GSIC with $M = N = 2$. The figure shows the achievable GDOF by IA (curve labeled as IA), the HK-scheme (curve labeled as HK-scheme), treating interference as noise (curve labeled as Intf. as noise) and ZF-receiving (curve labeled as ZF-receiving), along with the outer bound (curve labeled as Outer bound).

$K = 3$ and $4$, respectively, and for various values of $M$ and $N$. The outer bound is compared with the inner bound on the per user GDOF. In the high interference regime, the outer bound increases linearly with $\alpha$ until it saturates at $\min(M, N)$. Such a behavior is exhibited by the achievable scheme based on decoding the interference. As $\alpha$ increases, more and more of the interference becomes decodable, until it achieves the interference free GDOF. Hence, decoding the interference may be necessary to obtain optimal performance in high interference regime. In the moderate interference case, there is a gap between the inner bound and the outer bound, when $(M, N) = (2, 2)$ and $(3, 6)$. The
best achievable scheme is based on IA, and is known to be optimal at \( \alpha = 1 \) [14] when \( \frac{N}{M} \) is an integer. For other regimes of \( \alpha \), it may be useful to employ an HK-type scheme ([7, 8]) where the message is split into private and public parts. On the other hand, in the weak interference regime, treating interference as noise is GDOF optimal when \((M, N) = (2, 2)\). Hence, in this regime, the achievable GDOF decreases as \( \alpha \) increases.

The figures also show several cases, e.g., \((M, N) = (2, 4), (2, 5)\) and \((3, 10)\), where the inner and outer bounds match.

In Figs. 4.7 and 4.8, the per user achievable GDOF performance is compared for different antenna configurations with a total of 7 and 10 antennas per user pair, respectively.
The figures illustrate the effect of different combinations of the number of antennas at the transmitter and receiver on the achievable GDOF. When the interference is either low or very high, an equal or nearly equal (in Fig. 4.7) distribution of antennas achieves the best GDOF. The behavior for intermediate values of $\alpha$ depends on the specific values of $M$, $N$, $K$ and $\alpha$. 

Figure 4.6: Outer bound (OB) and inner bound (IB) on the per user GDOF for $K = 4$ user MIMO GSIC with different antenna configurations.
Figure 4.7: The achievable GDOF for the $K = 3$ user GSIC with different antenna configurations such that $M + N = 7$.

### 4.3 Further remarks

From the derived bounds, the following useful observations can be made. In particular, these insights are not be obtainable from the existing results for the 2-user MIMO GSIC or the $K$-user SIMO GSIC.

1. Treating interference as noise was known to be GDOF optimal in the weak interference regime in the 2-user SISO case [8], 2-user symmetric MIMO case [3] and the $K$-user SISO real-valued constant channel case [1]. The outer bound in Lemma 2 establishes that treating interference as noise is GDOF optimal in the weak interference regime for all $K$, when $M = N$. When $N > M$, the HK-scheme
performs better. Moreover, the maximum of the HK-scheme and IA outperforms treating interference as noise and ZF-receiving for all values of $M, N, \alpha$ and $K$.

2. When $K > 3$ and $M = N$, IA outperforms the HK-scheme for $\frac{1}{2} \leq \alpha \leq 1$. Also, IA is GDOF optimal at $\alpha = \frac{1}{2}$ when $M = N$.

3. When $K > \frac{N}{M} + 1$, depending on the value of $\alpha$, one or the other of the HK-scheme and IA performs the best. When $K \geq \frac{N}{M} + 4$, Theorem 9 characterizes the interplay between the two schemes and determines the range of $\alpha$ for which either scheme is active.

4. When $\frac{N}{M} < K \leq \frac{N}{M} + 1$, Theorem 13 establishes that the HK-scheme is GDOF optimal. Moreover, the HK-scheme does not assume a time-varying channel, and

Figure 4.8: The achievable GDOF for the $K = 3$ user GSIC with different antenna configurations such that $M + N = 10$. 
hence it is optimal even for the constant channel case.

5. When $\frac{N}{M} < K \leq \frac{N}{M} + 1$, ZF-receiving coincides with the HK-scheme only at $\alpha = 1$ when $K > 2$. In contrast, when $K = 2$, ZF-receiving is optimal for $\alpha = \frac{1}{2}$ and 1 (see [3]).

6. The outer bounds on the sum rate in Theorems 11 and 12 hold for any number of transmit and receive antennas. Although Theorem 10 was presented for $M$ antennas at each transmitter and $N$ antennas at each receiver, it is straightforward to extend it to the case of arbitrary number of antennas at each transmitter and receiver. These results are new as there are no existing outer bounds on the sum rate of the MIMO GIC for $K \geq 3$.

7. No single outer bound on the GDOF is universally the tightest among the three.

Theorem 13 characterizes the performance of the outer bounds as a function of $K$, $M$, $N$ and $\alpha$ when $K \geq M+N$ and $\frac{N}{M} < K \leq \frac{N}{M} + 1$, and when $\frac{N}{M} + 1 < K < N + M$ for integer-valued $\frac{N}{M}$.

In general, it is found that IA performs well over a fairly wide range of parameters around $\alpha = 1$, and it offers a performance that does not depend on the interference level. Hence, it may be a good approach for managing the interference, especially when the number of receive antennas is comparable to the number of transmit antennas. As the number of receive dimensions increases, the HK-scheme becomes a better choice for interference management.
4.4 Conclusions

In this chapter, several interesting insights were obtained from the inner and outer bounds derived in Chapters 2 and 3. The outer bound was shown to be tight in the weak interference case \((0 \leq \alpha \leq \frac{1}{2})\) when \(M = N\) for any \(K\), and for all values of \(\alpha\) when \(\frac{N}{M} < K \leq \frac{N}{M} + 1\). The tightness of the bounds led to interesting insights on the performance limits of multiuser MIMO GIC and the relative efficacy of different techniques for interference management. For example, it was found that when \(M = N\), treating interference as noise performs as well as the HK-scheme and outperforms both IA and ZF-receiving. However, when \(N > M\), treating interference as noise is always suboptimal. The maximum of the HK-scheme and IA outperforms both treating interference as noise and ZF-receiving, for all values of \(M, N, \alpha\) and \(K\). When \(\frac{N}{M} < K \leq \frac{N}{M} + 1\), the HK-scheme is GDOF optimal for all values of \(\alpha\). Also, the relation of the derived bounds to existing work were discussed. In the next chapter, a specific value of \(\alpha\) is considered, i.e., \(\alpha = 1\) and two algorithms are proposed for designing the linear pre-coders and receive filters for IA in the constant \(K\)-user MIMO IC. The \(\alpha = 1\) case is interesting as both the signal power and interference power are equally strong.
Chapter 5

Interference Alignment Algorithms for the $K$-User Constant MIMO Interference Channel

As mentioned earlier, interference management is one of the key issues that need to be addressed in current and future wireless networks. One measure of the potential throughput of a wireless network with multiple transmitters and receivers is the degrees of freedom (DOF) \cite{9, 10, 24, 47, 17}, which is obtained as a special case of GDOF as mentioned in Chapter 2. It represents the number of interference-free signaling streams that are simultaneously admissible in the system. The goal of IA is to align the interferences caused at each receiver from all the transmitters into a common subspace of the total receive signal space, and to keep the interference subspace linearly independent of the desired signal subspace. In this case, a simple ZF receiver that projects the desired signal onto an interference-free subspace suffices for signal detection and decoding.

It is well-known that the DOF for a MIMO system with one transmitter and receiver
pair and \( M \) antennas at the transmitter and \( N \) antennas at the receiver is \( \min(M, N) \). In the 2-user symmetric MIMO \((M \times N)\) IC (i.e., where both transmitters have \( M \) antennas and both receivers have \( N \) antennas), the maximum symmetric DOF achievable by each user with single-user zero-forcing receivers is \( \min(\max(M, N) / 2, M, N) \) [17]. In [9], Cadambe and Jafar introduced the idea of IA for a \( K \)-user SISO IC and showed that a sum DOF of \( K / 2 \) is achievable, which represents a significant improvement over the single DOF achievable using orthogonal transmission schemes. This novel idea of overlapping interference spaces originated from the work of Maddah-Ali et al. in [24], [58]. This was subsequently used in the DOF analysis for the 2-user X channel in [10], [47]. Recent works that consider the DOF of wireless networks under different network settings include [59], [26], [60] and [61]. Outer bounds on the DOF were derived in [14] and [25]. Other aspects such as the feasibility of IA, the performance with limited feedback and imperfect channel knowledge, etc have been studied in [62–67].

In [14], Gou and Jafar proposed an IA scheme for a \( K \)-user symmetric MIMO \((M \times N)\) time varying IC and derived an inner bound and outer bound on the total DOF. Their proposed scheme requires a long symbol extension to achieve the IA. The achievable symmetric DOF per user using IA was shown to be

\[
d = \frac{R}{R + 1} \min(M, N),
\]

(5.1)

where \( R \triangleq \left\lfloor \frac{\max(M, N)}{\min(M, N)} \right\rfloor \). For the \( K \)-user IC, the authors showed that using \( \mu_n \triangleq (R + 1)(n + 1) \Gamma \) symbol extensions, where \( \Gamma = KMR(KM - R - 1) \), one can obtain the DOF given by (5.1) as \( n \to \infty \). The achievable DOF for a constant SISO and MIMO channel was characterized in [68] and [25]. However, the extent to which the DOF can
be achieved using linear beamforming schemes with finite symbol extensions is not yet fully known [62].

Linear precoding at the transmitters and zero-forcing filtering at the receivers is one way to achieve the sum DOF promised by IA. The idea is to find a pre-coding matrix at each user that aligns the interference at all receivers to within $N - d$ dimensions per symbol, while keeping the $d$-dimensional desired signal space linearly independent of the interference subspace, for an appropriately chosen $d$. An important problem is thus to devise algorithms for computing the transmit precoding matrices and the receive filtering matrices that align the interferences at all the receivers, given the channel state information. Iterative algorithms for designing precoders that approximately achieve IA were proposed in [29] and [30]. The two algorithms are similar in that they iteratively minimize the trace of the interference covariance matrix at the receivers and the covariance of the interference caused due to the precoding at the transmitters. In [31], a least squares method for designing the precoding matrices was proposed by writing a sufficient condition for IA as a set of linear equations. An iterative algorithm based on this has appeared in [69].

In general, the aforementioned algorithms are based on minimizing a performance metric that quantifies the interference signal leakage into the desired signal subspace of each receiver, and therefore may not guarantee exact IA in all cases. Another drawback is that they do not explicitly consider the desired signal dimension while designing the precoders, which is the key to determining the DOF achieved. To this end, this chapter proposes the use of another metric – the relative power of the weakest data
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Stream, in addition to the interference leakage into the desired signal space, to quantitatively evaluate the performance of IA algorithms. In addition, this chapter proposes two algorithms for designing the precoding and receive filtering matrices for IA in the block fading or constant MIMO $M \times N$ IC with a finite number of symbol extensions. Restricting the number of symbol extensions is important from the point of view of design complexity and fast convergence of iterative algorithms. The first algorithm is based on expressing a sufficient condition for sub-stream IA at each receiver as a set of linear equations similar to [31], but without the loss of signal dimension in that method. The second algorithm is iterative in nature, and requires the same channel knowledge as the distributed algorithms proposed in [29] and [30] at the transmitters and receivers, but again with the advantage that the desired signal dimension is preserved. The convergence of the algorithm to a locally optimum solution is established. The simulation results illustrate the performance benefits offered by the proposed algorithms relative to existing IA algorithms in terms of performance metrics such as the fraction of the interference power in the desired signal space, the relative power in the weakest data stream and the achieved sum rate.

The following notation is used in this chapter. A vertical stacking of matrices $A$ and $B$ with the same number of columns is written using a semi-colon, as $[A; B]$. The $d \times d$ identity matrix is denoted $I_d$, and $A^H$ denotes the conjugate-transpose of $A$.

5.1 System model

Consider the symmetric $K$-user MIMO ($M \times N$) complex GIC. There are $K$ transmitter-receiver pairs with $M$ antennas at each transmitter and $N$ antennas at each receiver. The
receiver of user $k$ only needs to correctly decode the signal from transmitter $k$, using zero forcing. There are therefore $K - 1$ interfering signals at every receiver. The signal $y_k(n) \in \mathbb{C}^{(N \times 1)}$ received at $k^{th}$ receiver at time $n$ can be expressed as

$$y_k(n) = \sum_{t=1}^{K} H_{kt}(n)x_t(n) + z_k(n), \quad k = 1, 2, \ldots, K. \quad (5.2)$$

In the above, the additive noise at the receiver, $z_k(n) \in \mathbb{C}^{(N \times 1)}$, is modeled as a spatially and temporally white process with independent and identically distributed (i.i.d.), zero mean and unit variance circularly symmetric complex Gaussian entries. $x_t(n) \in \mathbb{C}^{(M \times 1)}$ is the signal from transmitter $t$ and $H_{kt}(n) \in \mathbb{C}^{(N \times M)}$ represents the complex channel gain matrix from transmitter $t$ to receiver $k$.

One way to achieve a fractional DOF in a constant MIMO IC is through symbol extension. With an $S$ symbol extension of the channel, $S$ consecutive symbols each of length $d_k$ at transmitter and receiver $k$ are collected to form a super symbol of length $Sd_k$. The extended channel matrix from transmitter $j$ to receiver $k$ is a block diagonal matrix of size $NS \times MS$ with the $n^{th} - (N \times M)$ block containing $H_{kj}(n)$. Also, the channel output $y_k$ and the additive noise $z_k$ at receiver $k$ both have a dimension $NS \times 1$. For a time varying MIMO IC, the channel matrix at each time slot $n$ is different, so each block in the extended channel matrix is different. For the constant MIMO IC considered here, the channel matrix is assumed to remain constant for the duration of one extended symbol, i.e., each block in the extended channel matrix is the same. The constant channel assumption can be relaxed, when the channel is frequency selective and the symbol extension can be done across the carriers. Thus, the algorithms developed in Secs. 5.2 and 5.3 can be applied in the case of multicarrier modulations (OFDM). The channel
coefficients are assumed to be drawn \textit{i.i.d.} from a continuous distribution such as the complex Gaussian distribution, which implies that the IC is fully connected with probability one. Initially, all transmitters and receivers are assumed to have global channel knowledge of all links.

The receiver $k$ pre-multiplies $y_k(n)$ with a linear filter $W_k^H \in \mathbb{C}^{Sd_k \times NS}$ to obtain

$$
\hat{y}_k = W_k^H H_{kk} x_k + \sum_{j=1,j\neq k}^{K} W_k^H H_{kj} x_j + W_k^H z_k,
$$

(5.3)

where the time index $n$ has been dropped for simplicity.\footnote{Note that, with a slight abuse of notation, $H_{kj}$ in (5.3) represents the $NS \times MS$ block diagonal channel matrix when $S$ symbol extensions are employed.} The first term in the above represents the desired signal, the second term represents the interference from the other transmitters, and the last term is due to the AWGN at the receiver. Finally, the receiver estimates the transmitted symbols from $\hat{y}_k$.

### 5.1.1 Problem setup

Consider assigning $d_k \leq \min(M,N)$ DOF to transmitter $k$. Then, associating a linearly independent set of $d_k$ beamforming vectors with the $d_k$ data streams, the transmitted signal is represented as

$$
x_k = \sum_{d=1}^{d_k} V_{kd} s_k^{d} = V_k s_k,
$$

(5.4)

where $V_k = [V_{k1}, V_{k2}, \ldots, V_{kd_k}]$ is the $M \times d_k$ precoding matrix of transmitter $k$, and $s_k = [s_k^1; s_k^2; \ldots; s_k^{d_k}]$ is the $d_k \times 1$ set of symbols at transmitter $k$. The desired signal subspace of the $k^{th}$ user receiver is spanned by the columns of $H_{kk} V_k$ with dimension $d_k$ and the interfering signal subspace is spanned by the columns of $H_{kj} V_j$, $j = 1, 2, \ldots, K$, $j \neq k$. 
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The interfering signal is restricted to occupy a total dimension up to \( N - d_k \), and the desired signal subspace is required to be linearly independent of the interfering signal subspace. Then, it would be possible to recover the \( d_k \) independent streams at the \( k \)-th receiver using a zero-forcing beamforming matrix. Thus, the problem is to construct a set of matrices \( V_k, k = 1, 2, \ldots, K \), such that the above conditions are satisfied.

5.1.2 Performance measure

The performance of the proposed IA algorithms can be evaluated and compared with existing algorithms using the following two metrics. The choice of the metrics is intuitive; they provide insight into the efficacy of the IA algorithms in terms of the interference leakage and the preservation of the desired signal dimensions. The need for a performance measure arises because practical IA algorithms rarely align interferences perfectly, most commonly due to numerical round-off errors in the matrix computations.

**Performance measure 1**

This measure has been proposed in [29]. Let \( (d_1, d_2, \ldots, d_K) \) denote the DOF of the users \( 1, 2, \ldots, K \), respectively. If the receive filter at the \( k^{th} \) receiver projects the signal onto the subspace spanned by the \( d_k \) smallest eigenvalues of the received interference covariance matrix, the fraction of the interfering signal power in the desired signal subspace is defined as

\[
p_{\text{avg}} \triangleq \frac{1}{K} \sum_{k=1}^{K} p_k, \quad \text{where} \quad p_k \triangleq \frac{\sum_{j=1}^{d_k} \lambda_j [Q_k]}{\text{trace} (Q_k)},
\]

(5.5)
where $Q_k$ is the interference covariance matrix at receiver $k$, and $\lambda_j[Q_k]$ denotes the $j^{th}$ smallest eigen value of $Q_k$. It is clear that the above represents a lower bound on the fractional interference power in the desired signal space, i.e., if the receive filter projects the signal into any $d_k$ dimensional subspace, the fraction of the interference power in the desired signal space would be at least as large as $p_k$. Note that $p_k \in [0, 1]$, and when the IA is perfect, $p_k = 0$. A small value of $p_{\text{avg}}$ thus indicates a better IA. However, one limitation of this performance measure is that it does not reflect the dimension of the desired signal space, which is captured by the metric below.

**Performance measure 2**

The effective channel for the desired signal at receiver $k$, after receive filtering, is given by $W_k^H H_{kk} V_k$. The power of the $d_k^{th}$ data stream of the desired signal of user $k$ is given by the square of the $d_k^{th}$ largest singular value of $W_k^H H_{kk} V_k$. Thus, the relative power of the weakest desired data stream, denoted $q_{\text{avg}}$, can be written as

$$q_{\text{avg}} = \frac{1}{K} \sum_{k=1}^{K} q_k,$$

where

$$q_k \triangleq \frac{\sigma_{d_k}^2 [W_k^H H_{kk} V_k]}{\sum_{j=1}^{d_k} \sigma_j^2 [W_k^H H_{kk} V_k]}$$

(5.6)

where $\sigma_l [A]$ represents the $l^{th}$ largest singular value of $A$. Note that $q_k \in [0, 1/d_k]$, and a large value of $q_k$ indicates that approximately the same data rate can be achieved in all the $d_k$ data streams. When $q_k = 0$, there is a loss of signal dimension due to the receive filtering, and the DOF achieved by the $k^{th}$ user is strictly less than $d_k$.

The next two sections propose two algorithms for the IA precoder design. It will be seen that they provide better performance in aligning and suppressing the interference
than existing algorithms, while at the same time preserving the desired signal dimensions, compared to previous methods. The first algorithm provides an IA solution that reduces the total dimension occupied by the interfering signals at all receivers by aligning some of the interfering signal sub-streams. The second is a distributed algorithm that can approximately align any number of interferers, as it designed only to minimize the interference leakage power, while maintaining the dimensionality of the desired signal at the receiver.

5.2 Algorithm 1: The eigenbeamforming method

This algorithm considers the case where $M \leq N$ and starts by writing the sufficient conditions for the IA as a set of linear equations. At every receiver, one of the interfering signal streams is aligned to lie in the span of the other $K - 2$ interfering signals. The form of the solution obtained here is similar to the algorithms in [66] and [31]; but it differs from them in the following way. The algorithm proposed in [66] requires $M = N$, $K = N + 1$ and $d = 1$ whereas the proposed algorithm is applicable when $M \leq N$ and for a range of values for $K$ and $d$ (the feasible combinations are derived below). Also, in [31], the entire interference subspace from one user is aligned to the interference subspace from another user, whereas the proposed algorithm is based on aligning a subset of the data streams transmitted by a given interfering user within the span of the interference caused by the other $K - 2$ interfering signals. First, a few examples are presented, to illustrate the central idea in the proposed method.
A sufficient condition for one data stream IA for the $K = 4$ user IC can be written as

$$H_{14}V_4^{(1)} = H_{12}V_2^{(3)} + H_{13}V_3^{(3)},$$
$$H_{21}V_1^{(1)} = H_{23}V_3^{(2)} + H_{24}V_4^{(2)},$$
$$H_{32}V_2^{(1)} = H_{31}V_1^{(2)} + H_{34}V_4^{(3)},$$
$$H_{43}V_3^{(1)} = H_{41}V_1^{(3)} + H_{42}V_2^{(2)}. \quad (5.7)$$

The four equations above correspond to the IA conditions at receivers 1, 2, 3 and 4, respectively. Note that the above equations require at least three data streams to be assigned to each user. If the users are assigned more than three streams each, the remaining beamforming vectors can be chosen to be arbitrary linearly independent vectors, as long as they are linearly independent of the beamforming vectors determined from the equations above. This ensures that the rank condition on the desired data signal is satisfied, while still aligning one of the data streams from each user in the space spanned by the other interfering users. The system of equations in (5.7) can be written in the form

$$\tilde{H}V = 0, \quad (5.8)$$

where $V \triangleq [V_1^{(1)}, V_2^{(2)}, V_3^{(1)}, V_2^{(1)}, V_2^{(2)}, V_3^{(2)}, V_3^{(2)}, V_3^{(3)}, V_4^{(1)}, V_4^{(2)}, V_4^{(3)}]$, and

$$\tilde{H} \triangleq \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & H_{12} & 0 & 0 & H_{13} & -H_{14} & 0 & 0 \\
-H_{21} & 0 & 0 & 0 & 0 & 0 & 0 & H_{23} & 0 & 0 & H_{24} & 0 \\
0 & H_{31} & 0 & -H_{32} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & H_{34} \\
0 & 0 & H_{41} & 0 & H_{42} & 0 & -H_{43} & 0 & 0 & 0 & 0 & 0
\end{bmatrix} \quad (5.9)$$

A non-trivial solution to (5.8) is given by any linear combination of the eigenvectors
corresponding to the zero eigenvalue of $\tilde{H}^H\tilde{H}$. Note that for an IA solution to be feasible with this method, $\tilde{H}^H\tilde{H}$ must be rank deficient, i.e., its smallest eigenvalue should be equal to zero. A feasibility condition for this is derived in the next subsection.

In a similar manner, the two stream alignment for the $K=4$ user case can be described as follows:

$$\begin{align*}
H_{14} \begin{bmatrix} V_{1}^{(1)} & V_{2}^{(2)} \end{bmatrix} &= H_{12} \begin{bmatrix} V_{2}^{(5)} & V_{2}^{(6)} \end{bmatrix} + H_{13} \begin{bmatrix} V_{3}^{(5)} & V_{3}^{(6)} \end{bmatrix}, \\
H_{21} \begin{bmatrix} V_{1}^{(1)} & V_{1}^{(2)} \end{bmatrix} &= H_{23} \begin{bmatrix} V_{3}^{(3)} & V_{3}^{(4)} \end{bmatrix} + H_{24} \begin{bmatrix} V_{4}^{(3)} & V_{4}^{(4)} \end{bmatrix}, \\
H_{32} \begin{bmatrix} V_{2}^{(1)} & V_{2}^{(2)} \end{bmatrix} &= H_{31} \begin{bmatrix} V_{1}^{(3)} & V_{1}^{(4)} \end{bmatrix} + H_{34} \begin{bmatrix} V_{4}^{(5)} & V_{4}^{(6)} \end{bmatrix}, \\
H_{43} \begin{bmatrix} V_{3}^{(1)} & V_{3}^{(2)} \end{bmatrix} &= H_{41} \begin{bmatrix} V_{1}^{(5)} & V_{1}^{(6)} \end{bmatrix} + H_{42} \begin{bmatrix} V_{2}^{(3)} & V_{2}^{(4)} \end{bmatrix}. 
\end{align*} \tag{5.10}$$

Again, the four equations above correspond to the IA conditions at the four receivers.

The above can now be expressed in the following compact form:

$$\tilde{H} \bar{V} = 0, \tag{5.11}$$

where $\tilde{H}$ is in a form similar to (5.9), $\bar{V} \triangleq [V_{11}; V_{15}; V_{21}; V_{25}; V_{31}; V_{35}; V_{41}; V_{43}; V_{45}]$, and $V_{kl} \triangleq \begin{bmatrix} V_{k}^{(l)} & V_{k}^{(l+1)} \end{bmatrix}$.

As a final example, the one stream alignment in the $K=5$ user case is described below.

$$\begin{align*}
H_{15} V_{5}^{(1)} &= H_{12} V_{2}^{(4)} + H_{13} V_{3}^{(4)} + H_{14} V_{4}^{(4)}, \tag{5.12} \\
H_{21} V_{1}^{(1)} &= H_{23} V_{3}^{(2)} + H_{24} V_{4}^{(2)} + H_{25} V_{5}^{(2)}, \tag{5.13} \\
H_{32} V_{2}^{(1)} &= H_{31} V_{1}^{(2)} + H_{34} V_{4}^{(3)} + H_{35} V_{5}^{(3)}, \tag{5.14}
\end{align*}$$
\[
\begin{align*}
H_{43}V_3^{(1)} &= H_{41}V_1^{(3)} + H_{42}V_2^{(2)} + H_{45}V_5^{(4)}, \\
H_{54}V_4^{(1)} &= H_{51}V_1^{(4)} + H_{52}V_2^{(3)} + H_{53}V_3^{(5)}. 
\end{align*}
\] (5.15) (5.16)

As before, each of the above equations correspond to the IA condition at each of the five receivers.

Generalizing the above, consider an S symbol extension of the channel. Let \( V_i^{(j)} \in \mathbb{C}^{MS \times 1} \) represent the beamforming vector corresponding to the \( j^{th} \) data stream of the \( i^{th} \) user. Then, a set of equations for aligning \( p \) data streams per user within the interference subspace spanned by the remaining interfering users in the \( K \)-user IC can be written as

\[
\text{Rx 1: } H_{1K}V_K^{(n)} = \sum_{j=2}^{K-1} H_{1j}V_j^{((K-2)p+n)} ,
\] (5.17)

\[
\text{Rx 2: } H_{21}V_1^{(n)} = \sum_{j=3}^{K} H_{2j}V_j^{(p+n)} ,
\] (5.18)

\[
\text{Rx } j = 3 \text{ to } K: \quad H_{j(j-1)}V_{j-1}^{(n)} = H_{j1}V_1^{((j-2)p+n)} + \sum_{r=2}^{j-2} H_{jr}V_r^{((j-3)p+n)}
+ \sum_{r=j+1}^{K} H_{jr}V_r^{((j-1)p+n)} ,
\] (5.19)

for \( n = 1, 2, \ldots, p \). To obtain the above equations, each user must be assigned at least \((K-1)p\) streams, and \( p \) of these streams are aligned with the remaining interference at each receiver. If each user is assigned more than \((K-1)p\) streams, the remaining streams can be chosen at random from any continuous distribution to ensure their linear independence from the first \((K-1)p\) streams. The above equations can be re-written to obtain the IA conditions for all cases are expressed in the form

\[
\tilde{H}\tilde{V} = 0,
\] (5.20)
where $\tilde{H}$ and $\tilde{V}$ are obtained by appropriately stacking the channel and beamforming matrices, respectively. A non-trivial solution to (5.20) is given by any linear combination of the eigenvectors corresponding to the null space of $\tilde{H}^H\tilde{H}$. The necessary conditions under which a solution exists to the above is derived in the following subsection.

### 5.2.1 Feasibility conditions

The size of the matrix $\tilde{H}$ is $KNS_p \times K(K-1)MS_p$, where $p$ is the number of data streams aligned at each receiver. First, for $\tilde{H}$ to have a non-trivial null space, it must be column rank-deficient, which leads to

$$K > \frac{N}{M} + 1.$$  \hspace{1cm} (5.21)

Second, there must be sufficiently many linearly independent beamforming vectors at the transmitters to achieve the desired DOF. Since each user must be assigned at least $(K-1)p$ data streams, this requires $$(K-1)p \leq dS \leq MS,$$

or $$p \leq \frac{dS}{K-1} \leq \frac{MS}{K-1}.$$ \hspace{1cm} (5.22)

In the above equation, $MS$ is the maximum possible DOF that can be assigned to a user, and $dS$ is the DOF assigned to the user, both over the $S$ symbol extension of the channel. Third, there must be sufficiently many linearly independent receive beamforming vectors to be able to separate the desired signal from the interference. The number of dimensions available at each receiver is $NS$, and the number of dimensions occupied by the desired signal is $dS$. The remaining number of dimensions, $(N - d)S$
must be greater than or equal to the number of interfering signal dimensions, which is \((K - 1)dS - p\). This results in the condition

\[ p \geq (Kd - N)S, \]  
(5.23)

on the number of streams that need to be aligned to achieve \(d\) DOF per user per symbol extension. Combining (5.22) and (5.23), one obtains,

\[ (Kd - N)S \leq \frac{dS}{K - 1}. \]  
(5.24)

Finally, incorporating the condition \(d \leq M\), the maximum DOF achievable by this scheme is upper bounded by the following quantity:

\[ d \leq \min \left( \frac{(K - 1)N}{K(K - 1) - 1}, M \right). \]  
(5.25)

Note that achieving the DOF given by the right hand side in the above equation requires \(S = K(K - 1) - 1\) symbol extensions. For example, when \(M = 3, N = 7\) and \(K = 4\), (5.1) achieves a DOF of \(d = 2\) with a very long symbol extension and a time-varying channel, while the eigenbeamforming method achieves \(d = 1.91\) with \(S = 11\) symbol extensions and even for constant MIMO channels. However, the achievable DOF decreases with \(K\), making this method more suitable when the number of users \(K\) is relatively small. More examples on this are provided in Sec. 5.4.

Note that in the above eigenbeamforming method, global knowledge of all \(K^2\) links is required in order to compute the precoding matrices. This computation could happen at a central controller, which then shares the optimum precoding matrices with the \(K\) transmitters and the optimum receive filtering matrices with the \(K\) receivers. In the
next section, a distributed algorithm that only requires knowledge of the received interference covariance matrix at each receiver and knowledge of the reciprocal interference covariance matrix obtained by reversing the direction of all links at each transmitter, is presented. The interference covariance matrix is reflective of the interference caused by each transmitter at all the receivers. The price paid for not requiring global channel knowledge is that the algorithm is iterative in nature.

5.3 Algorithm 2: Iterative algorithm for IA

In this section, a distributed and iterative algorithm is presented for designing the IA precoding matrices for a constant IC, such that the necessary and sufficient conditions for IA are satisfied. The algorithm is similar in flavor to the distributed IA algorithms in [29] and [30]. It iterates between two objective functions with a common interference leakage term, to find the locally optimum $V_k$ and $W_k$. One key difference between this and past work is that the minimization of the interference leakage is performed subject to a constraint on the dimension of the desired signal subspace. For example, although the Max-SINR algorithm proposed in [29] tries to maximize the received SINR at the desired user, there is no guarantee that the signal dimension is preserved when symbol extension is considered over a constant channel. Yet another difference is that previous iterative algorithms impose a quadratic constraint on the $V_k$ and $W_k$ matrices, while the algorithm below imposes a linear constraint on them to preserve the desired signal dimensionality. For clarity, the derivation mentioned below assumes $S = 1$ and its extension to any finite number of symbol extensions is straightforward.

First, consider the design of the receive filter matrices $W_k$, for a fixed $V_k$ at all the
transmitters. The interference and the noise term at the receiver $k$ after receive filtering is given by,

$$IR_k = \sum_{j=1,j\neq k}^{K} W_k^H H_{kj} V_j s_j + W_k^H z_k.$$  \hfill (5.26)

When all the interfering signals are aligned, one needs to find a $W_k$ such that $\sum_{j=1,j\neq k}^{K} W_k^H H_{kj} V_j = 0$. A judicious choice for $W_k$ is one that minimizes the interference leakage power at receiver $k$. There is also a constraint on the dimensionality of the desired signal: $\text{rank}(W_k^H H_{kk} V_k) = d_k$, where $d_k$ is the DOF assigned to $k^{th}$ transmitter. Thus, given the channel matrices $H_{kk}$ and the precoding matrices $V_k$, the optimal receive filter $W_k$ is designed to minimize the cost function

$$J_k \triangleq \text{trace}(W_k^H Q_k W_k) \text{ subject to } W_k^H H_{kk} V_k = \alpha I_{d_k},$$  \hfill (5.27)

where $Q_k$ is the interference plus noise covariance matrix at receiver $k$, given by,

$$Q_k = \sum_{j=1,j\neq k}^{K} P_j [H_{kj} V_j][H_{kj} V_j]^H + I_N,$$  \hfill (5.28)

and $\alpha > 0$ is selected such that $\text{trace}(W_k^H W_k) = 1$. Here, $P_j$ is the transmit power of user $j$. The solution to (5.27) is given by

$$W_k^{opt} = \alpha Q_k^{-1} U_k [U_k^H Q_k^{-1} U_k]^{-1},$$  \hfill (5.29)

where $U_k = H_{kk} V_k$ is the desired signal subspace of the $k^{th}$ user, and

$$\alpha = \frac{1}{\sqrt{\text{trace}((Q_k^{-1} U_k [U_k^H Q_k^{-1} U_k]^{-1})^H [Q_k^{-1} U_k [U_k^H Q_k^{-1} U_k]^{-1}])}}.$$  \hfill (5.30)

The proof of the above is stated as Lemma 4 below.
Lemma 4. For the constrained optimization problem,

$$\min \limits_{G} J(G) \triangleq \text{trace} \left( G^H Q G \right) \quad \text{subject to} \quad AG = \alpha I_d,$$  \hspace{1cm} (5.31)

where $G$ is an $M \times d$ matrix, $Q$ is an $M \times M$ positive definite matrix and $A$ is a $d \times M$ matrix, the optimum solution is given by

$$G_0 = \alpha Q^{-1} A^H [AQ^{-1} A^H]^{-1}.$$  \hspace{1cm} (5.32)

Proof. It is sufficient to show that $J(G_0) = \text{trace} \left( G_0^H Q G_0 \right)$ is the minimum value of the objective function, subject to the constraint. Suppose the optimum solution is $G_p = G_0 + \Delta, \Delta \neq 0$. Then, the objective function becomes,

$$J(G_p) = \text{trace} \left( \left[ G_0 + \Delta \right]^H Q \left[ G_0 + \Delta \right] \right),$$

$$= \text{trace} \left( G_0^H Q G_0 + \Delta^H Q \Delta + \Delta^H Q G_0 + G_0^H Q \Delta \right).$$  \hspace{1cm} (5.33)

From the constraint $AG_p = \alpha I$, one obtains $A\Delta = 0$, and the cross terms get simplified as,

$$\Delta^H Q G_0 = \alpha \Delta^H Q Q^{-1} A^H [AQ^{-1} A^H]^{-1} = 0,$$  \hspace{1cm} (5.34)

and similarly, $G_0^H Q \Delta = 0$. Now, the quadratic term $\text{trace}(\Delta^H Q \Delta) \geq 0$ since $Q$ is positive definite. Hence, $J(G_0) \leq J(G_p)$, which is a contradiction. Hence, $G_0$ is the optimum solution. \hfill \square

Now consider designing the precoding matrices $V_k$ at the $K$ transmitters, given the receive filtering matrices $W_k$ at the receivers. The interfering signal due to transmitter
$k$ at the unintended receivers is given by

$$T_{kj} = W_j^H H_{jk} V_k s_k, \quad j = 1, 2, \ldots, K, j \neq k. \quad (5.35)$$

From the feasibility condition for perfect IA, one requires

$$W_j^H H_{jk} V_k = 0, \quad j = 1, 2, \ldots, K, j \neq k. \quad (5.36)$$

Again, a judicious choice for the precoding matrices would be to select $V_k$ such that the total interference power at the unintended receivers due to transmitter $k$ is minimized. The interference power due to transmitter $k$ at receiver $j$ is obtained from the squared Frobenius norm of $W_j^H H_{jk} V_k$ as,

$$L_{kj} = \text{trace} \left( P_k V_k^H [W_j^H H_{jk}]^H [W_j^H H_{jk}] V_k \right). \quad (5.37)$$

Thus, the total interference power due to the transmitter $k$ is given by

$$L'_k = \text{trace} \left( V_k^H R'_k V_k \right), \quad (5.38)$$

where

$$R'_k = P_k \sum_{j=1,j\neq k}^K [W_j^H H_{jk}]^H [W_j^H H_{jk}]. \quad (5.39)$$

The objective here is to choose $V_k$ such that $L'_k$ is minimized, subject to the desired signal dimension constraint, i.e., rank $(W_k^H H_{kk} V_k) = d_k$. Including a regularization
term, the objective function is modified as,

\[ L_k = \text{trace} \left( V_k^H R_k' V_k + V_k^H V_k \right). \]  

(5.40)

Thus, the constrained optimization is given by,

\[ \min_{V_k} L_k = \text{trace} \left( V_k^H R_k V_k \right), \quad \text{subject to} \quad W_k^H H_{kk} V_k = \beta I_{d_k}, \]  

(5.41)

where \( \beta > 0 \) is selected to obtain \( \text{trace} \left( V_k^H V_k \right) = 1 \), and

\[ R_k = P_k \sum_{j=1, j \neq k}^K [W_j^H H_{jk}]^H [W_j^H H_{jk}] + I_M. \]  

(5.42)

Notice that \( R_k \) is the reflected covariance matrix of a virtual channel obtained by interchanging the transmitters and receivers. The optimum solution for \( V_k \) is obtained using Lemma 4 as

\[ V^{\text{opt}}_k = \beta R_k^{-1} T_k^H \left[ T_k R_k^{-1} T_k^H \right]^{-1}, \quad k = 1, 2, \ldots, K, \]  

(5.43)

where \( T_k = W_k^H H_{kk} \) and

\[ \beta = \frac{1}{\sqrt{\text{trace} \left( [R_k^{-1} T_k^H \left[ T_k R_k^{-1} T_k^H \right]^{-1}]^H [R_k^{-1} T_k^H \left[ T_k R_k^{-1} T_k^H \right]^{-1}] \right)}}. \]  

(5.44)

The iterative precoder design algorithm is summarized in Table 5.1. The algorithm requires knowledge of \( Q_k \) and \( U_k \) at the \( k^{th} \) receiver and \( R_k \) and \( T_k \) at the \( k^{th} \) transmitter rather than full information of all \( K^2 \) channels.

One issue that needs to be addressed is the convergence of the above algorithm; this

\footnote{The purpose of the regularization term is merely to guarantee the invertibility of \( R_k \). In practice, if \( R_k' \) is invertible, the regularization can be eliminated.}
Table 5.1: The iterative precoder design algorithm

<table>
<thead>
<tr>
<th>Step. No.</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Initialize $V_k, k = 1, 2, \ldots, K$ to be arbitrary precoding matrices</td>
</tr>
<tr>
<td>2</td>
<td>Compute the matrix $Q_k$ in (5.28) for $k = 1, 2, \ldots, K$</td>
</tr>
<tr>
<td>3</td>
<td>Obtain $W_k, k = 1, 2, \ldots, K$ using (5.29)</td>
</tr>
<tr>
<td>4</td>
<td>Compute the matrix $R_k$ from (5.42)</td>
</tr>
<tr>
<td>5</td>
<td>Obtain $V_k, k = 1, 2, \ldots, K$ using (5.43)</td>
</tr>
<tr>
<td>6</td>
<td>Repeat steps 2−5 until convergence of $\sum_{k=1}^{K} J_k$ and $\sum_{k=1}^{K} L_k$</td>
</tr>
</tbody>
</table>

5.3.1 Convergence of the algorithm

First, it can be shown that the objective functions to be minimized in the algorithm at Step 3 and Step 5 are identical. The objective function minimized in the Step 3 is the total interference plus noise power at receiver $k$. The total interference plus noise power across all the receivers is obtained as,

$$P_R = \sum_{k=1}^{K} \text{trace} \left( W_k^H \left[ \sum_{j=1, j \neq k}^{K} P_j [H_{kj} V_j] [H_{kj} V_j]^H + I_N \right] W_k \right). \quad (5.45)$$

As the trace is a linear operator, the above reduces to

$$P_R = \text{trace} \left( \sum_{k=1}^{K} \left[ \sum_{j=1, j \neq k}^{K} P_j [W_k^H H_{kj} V_j] [H_{kj} V_j]^H W_k + W_k^H W_k \right] \right),$$

$$= \text{trace} \left( \sum_{k=1}^{K} \left[ \sum_{j=1, j \neq k}^{K} P_j [W_k^H H_{kj} V_j] [W_k^H H_{kj} V_j]^H \right] \right) + K. \quad (5.46)$$

The objective function minimized at Step 5 of the algorithm is the total interference power due to transmitter $k$, with a regularization term. The total interference power
due to all the transmitters is given by,

\[ P_T = \sum_{k=1}^{K} \text{trace} \left( V_k^H \left[ P_k \sum_{j=1,j\neq k}^{K} [W_j^H H_{jk}]^H [W_j^H H_{jk}] + I_M \right] V_k \right). \]  

(5.47)

Again, using the linearity property of the trace, the above is simplified as,

\[ P_T = \text{trace} \left( \sum_{k=1}^{K} \left[ \sum_{j=1,j\neq k}^{K} P_k [W_j^H H_{jk} V_k]^H [W_j^H H_{jk} V_k] + V_k^H V_k \right] \right) + K. \]  

(5.48)

Since the objective functions in both \( P_T \) and \( P_R \) are the same, minimizing one does not increase the other objective function. Moreover, at each iteration, the objective functions decrease, and are bounded below by zero. This proves the convergence of both the objective functions across all transmitter-receiver pairs to a local optimum.

Note that the algorithm may not result in a zero objective function, even when the interferences are aligned perfectly and noise variance is zero, because of numerical roundoff errors. However, the numerical issues encountered are similar to other algorithms proposed in the literature that attempt to align interferences. Also, in the above, the constraint on the desired signal dimension is key to ensuring that there is no loss in DOF when the interfering signals are aligned.

### 5.4 Simulation results

Now, the performance of the proposed IA algorithms are evaluated in terms of \( p_{\text{avg}} \) and \( q_{\text{avg}} \) in (5.5) and (5.6), respectively, and are compared with existing algorithms. In addition, the algorithms are compared in terms of the sum rates of the users at different
values of SNR.

The setup consists of a symmetric MIMO \((M \times N)\) constant IC. The channel coefficients were generated from the i.i.d. complex circularly symmetric Gaussian distribution with zero mean and unit variance. The values of \(p_{\text{avg}}\) and \(q_{\text{avg}}\) were averaged using 1000 independent channel realizations, and the results were plotted as a function of the DOF obtained per user, per symbol extension. The solution from the eigenbeamforming method in (5.20) is plotted as the curve labeled Eig-bf. The iterative algorithm in Table 5.1 is plotted as the curve labeled Iterative algorithm. These algorithms are compared to the alternating minimization based IA (curves labeled Alter-IA)[30], the distributed IA (curves labeled Dist-IA) [29], the least-squares IA (curves labeled Least squares algo) [31] algorithms.

Figures 5.1, 5.2 and 5.3 show the fraction of the interference power in the desired signal (denoted \(p_{\text{avg}}\) above), versus the DOF per user for the 4-user (Figs. 5.1, 5.2) and 5-user (Fig. 5.3) IC with \(M \times N = 3 \times 6, 3 \times 7, \) and \(2 \times 6, \) and \(K = 4, 4\) and 5, respectively. The rank of the desired signal subspace, \(H_{kk} V_k, k = 1, 2, \ldots, K\), gives the DOF achieved by the user \(k\). In terms of performance measure \(p_{\text{avg}}\), the iterative algorithm gives a low value of the leakage for the DOF values considered. The distributed IA algorithm exhibits a similar performance in terms of \(p_{\text{avg}}\). However, its performance is poor in terms of the relative power in the weakest data stream \((q_{\text{avg}})\), as seen in Fig. 5.4. In the 5-user case (Fig. 5.3), the distributed IA outperforms the eigenbeamforming algorithm and iterative algorithm with respect to the performance metric \(p_{\text{avg}}\). The performance of the distributed IA in terms of \(q_{\text{avg}}\) is poor compared to the proposed methods, as seen in Fig. 5.6. In the case of the least-squares method proposed in [31], it is seen that
the algorithm is unable to reach the target DOF for larger values of the DOF. For the eigenbeamforming method, $p = 2$ streams are aligned in the $3 \times 6$ case (Fig. 5.1) and $p = 1$ stream is aligned in the other two cases. The maximum per user DOF achievable by this scheme, from (5.25), are upper bounded by 1.64, 1.91, and 1.26, for the $(3 \times 6, K = 4)$, $(3 \times 7, K = 4)$ and $(2 \times 6, K = 5)$ cases, respectively and the following simulation results demonstrate that the achievable DOF are close to the maximum DOF achievable by this scheme. In order to achieve the maximum DOF (1.64, 1.91, and 1.26) exactly, the eigenbeamforming algorithm requires large symbol extensions but finite. The DOF achievable when $p = 2, 1$ and 1,
from (5.23), reduce to 1.6, 1.8 and 1.25, respectively. Thus, the eigenbeamforming method is able to achieve very near to the DOF values predicted by the feasibility conditions derived in Sec. 5.2.1.

Figures 5.4, 5.5 and 5.6 show the relative power in the weakest desired data stream (denoted $q_{avg}$ above) in the log scale versus the DOF per user for the 4-user (Figs. 5.4, 5.5) and 5-user (Fig. 5.6) IC with $M \times N = 3 \times 6, 3 \times 7,$ and $2 \times 6,$ respectively. The non-zero value of $q_{avg}$ confirms that the DOF of the desired signal is preserved. For the iterative algorithm, $q_{avg}$ is proportional to $1/Sd,$ where $d$ is the DOF per user, due to the scaled identity constraint on the effective channel matrix in (5.27) and (5.41). The
utility of the second performance metric ($q_{avg}$) is clear from the graphs, as it captures the possible loss of desired signal dimension when the interference is aligned at all the receivers (e.g., Fig. 5.6, as mentioned above).

Fig. 5.7 shows the sum rate of the users per channel use versus the power in dB for the $K = 4$ user IC with $M = 3$, $N = 6$. In this example, each user transmits 8 streams over $S = 5$ symbol extensions, which represents a target sum DOF of 6.4 per symbol extension. The eigenbeamforming algorithm aligns two interfering data streams at each receiver, and it outperforms all the other algorithms in terms of sum rate and achieves
Figure 5.4: Relative power in the weakest desired signal data stream for the $K = 4$ user IC with configuration $M = 3$, $N = 6$, and $S = 5$.

a sum DOF of about 6.38. In the high SNR regime, the iterative algorithm performs the second best, and has the same performance as the Alter-IA algorithm. As the least-squares method is unable to attain the target desired signal dimension (as also seen in Fig. 5.4), its sum rate fails to achieve the target DOF. Thus, the proposed algorithms are able to handle the block-diagonal structure of the channel matrices resulting from the channel extension, which is contrary to existing algorithms which converge to local minima without achieving zero interference leakage. In summary, the above examples illustrate the performance benefits offered by the proposed algorithms relative to existing algorithms, in terms of the performance metrics considered in this chapter.
This chapter explored the construction of precoding and receive filtering matrices for IA for constant or quasi-static MIMO channels with finite symbol extensions. Most precoder and receive filter design algorithms in the literature formulate the IA problem as an interference leakage minimization problem, and thus may not achieve perfect IA or may not achieve the required desired signal dimensionality. A new metric was proposed to measure the performance of IA algorithms, that captured the possible loss in signal dimension when the desired signal is aligned with the interference. Inspired by the metric, two algorithms for finding the precoding and receive filtering matrices for
Figure 5.6: Relative power in the weakest desired signal data stream for the $K = 5$ user IC with configuration $M = 2$, $N = 6$, and $S = 4$.

IA were proposed. The first algorithm was based on sub-stream alignment at all the receivers, and the second algorithm was designed to ensure that the desired signal dimension is maintained, while minimizing the interference leakage power. The second algorithm had the added advantage of requiring limited channel knowledge at each terminal, at the price of an iterative solution. The performance of the algorithms were evaluated using Monte Carlo simulations and compared with the existing algorithms for IA precoder design. It was illustrated that the proposed algorithms outperform the existing IA algorithms in terms of the performance metrics considered. In the next
Figure 5.7: Sum rate of the $K = 4$ user IC with configuration $M = 3$, $N = 6$, and $S = 5$.

In this chapter, the role of transmitter cooperation on managing interference and ensuring secrecy is studied in depth, in the context of the 2-user IC.
Chapter 6

Achievable Schemes for Secrecy in SLDIC with Limited-rate Transmitter Cooperation

As mentioned earlier, in a multiuser wireless communication system, users experience interference due to the broadcast and superposition nature of the medium. Interference not only limits the performance of the system, but also allows users to eavesdrop on the other users’ messages. For example, in a cellular network, when users have subscribed to different contents, it is important for the service provider to support high throughput, as well as secure its transmissions, in order to maximize its own revenue. In these scenarios, the transmitters (e.g., base stations) are not completely isolated from each other, and cooperation among them is possible. Such cooperation can potentially provide significant gains in the achievable throughput in the presence of interference, while simultaneously guaranteeing security. Hence, the objective of this chapter is to explore the role of transmitter cooperation in managing interference and ensuring secrecy in the case of 2-user symmetric linear deterministic IC (SLDIC) with limited-rate
transmitter cooperation and secrecy constraints at the receivers.

The notion of information theoretic secrecy was introduced in [11], where secret communication between the transmitter and receiver in the presence of an eavesdropper was considered. Subsequently, in [32], the wiretap channel was introduced, where the legitimate transmitter and receiver communicate in the presence of an eavesdropper, and the eavesdropper listens through a degraded channel. The wiretap channel is generalized in [70], where a general (non-degraded) broadcast channel is assumed, and the transmitter sends common information to the legitimate receiver and eavesdropper along with a confidential message intended for the legitimate receiver. These works exploit the fact that even though the signal has originated from the same source, the signal may arrive at the legitimate receiver and the eavesdropper through different channels.

A linear deterministic model for relay network was introduced in [18], which led to insights on the achievable schemes in Gaussian relay networks. The deterministic model has subsequently been used for studying the achievable rates with the secrecy constraints in [21–23]. In [21], secret communication over the IC is analyzed with two types of secrecy constraints: in the first case, the secrecy constraint is specific to the agreed-upon signaling strategy, and in the second case, the secrecy constraint takes into account the fact that the other users may deviate from the agreed-upon strategy. The deterministic model has also been studied under different eavesdropper settings in [22, 23, 71].

However, the role of limited transmitter-side cooperation on secrecy in an IC has not been explored in literature, and is the focus of this chapter. Due to the cooperation between the transmitters and the secrecy constraints at the receivers, the encoding at
the transmitter becomes complex and even deriving outer bounds become difficult. In
order to make headway into this problem, first, the related problem of the linear deter-
ministic setting is considered. For the symmetric linear deterministic IC (SLDIC) with
cooperating transmitters and secrecy constraints at the receivers, achievable schemes
are obtained in this chapter. Outer bounds on the secrecy rate are derived in Chapter 7.

In this chapter, novel transmission schemes for the 2-user SLDIC with limited trans-
mitter cooperation and secrecy constraints at the receivers are proposed, and their
achievable secrecy rates are derived. The transmission scheme depends on the capacity
of the cooperative link (denoted by $C$) and value of $\alpha \triangleq \frac{n}{m}$, where $m \triangleq (\lceil \log \text{SNR} \rceil)^+$
and $n \triangleq (\lceil \log \text{INR} \rceil)^+$. The key features of the proposed schemes are:

1. In the weak interference regime$^1$ ($0 < \alpha \leq \frac{2}{3}$), the scheme involves precoding of
   a user’s own data bits with the bits received through cooperation, to simultane-
   ously cancel the interference and ensure secrecy.

2. In the moderate interference regime ($\frac{2}{3} < \alpha < 1$), the scheme uses interference
cancelation, random bit transmission, or both. The novel idea behind the random
bit transmission scheme is explained in Sec. 6.2.2.

3. In the high interference regime ($1 < \alpha < 2$), the scheme involves relaying of the
   other user’s data bits obtained at the transmitters through the cooperative links,
in addition to the techniques used for ($\frac{2}{3} < \alpha < 1$).

4. In the very high interference regime ($\alpha \geq 2$), the scheme uses time sharing, along
   with the techniques used for ($1 < \alpha < 2$). Unlike the other interference regimes,

---

$^1$Note that the definition of the weak interference regime here is different from the more typical ($0 < \alpha \leq \frac{1}{2}$) [8]. It will turn out that ($0 < \alpha \leq \frac{2}{3}$) is more appropriate for the discussion in this chapter.
when $\alpha \geq 2$ and for small values of $C$, sharing random bits along with the data bits is strictly better than sharing only data bits, in terms of the achievable secrecy rate.

### 6.1 System model

The deterministic model of 2-user symmetric IC with limited-rate transmitter cooperation [20] is shown in Fig. 6.1. The received signals at the receivers are modeled as follows:

$$y_1 = D^{q-m}x_1 \oplus D^{q-n}x_2; \quad y_2 = D^{q-m}x_2 \oplus D^{q-n}x_1,$$

(6.1)

where $x_i$ and $y_i$ are binary vectors of length $q \triangleq \max\{m, n\}$, $D$ is a $q \times q$ downshift matrix with elements $d_{j',j''} = 1$ if $2 \leq j' = j'' + 1 \leq q$ and $d_{j',j''} = 0$ otherwise, and $\oplus$ stands for modulo-2 addition (XOR operation). Both the transmitters cooperate through a lossless and secure link but of finite capacity. The quantity $\alpha \triangleq \frac{n}{m}$ captures the amount of
coupling between the signal and the interference, and is central to characterizing the achievable rates in the case of SLDIC.

The convention followed for denoting the bits transmitted over the LDIC is the same as that presented in [20]. The bits $a_i, b_i \in \mathcal{F}_2$ denote the information bits of transmitters 1 and 2, respectively, sent on the $i^{th}$ level, with the levels numbered starting from the bottom-most entry. The data bits transmitted on the different levels of SLDIC are chosen to be equiprobable Bernoulli distributed, denoted $\text{Bern}(\frac{1}{2})$.

The transmitter $i$ has a message $W_i$, which should be decodable at the intended receiver $i$, but needs to be kept secret from the other, unintended receiver $j, j \neq i$. The encoded message is a function of its own data bits, the bits received through the cooperative link, and possibly some random data bits. The encoding at the transmitter should satisfy the causality constraint, i.e., it cannot depend on future cooperative bits. The decoding is based on solving the linear equation in (6.1) at each receiver. For secrecy, it is required to satisfy $I(W_i, y_j) = 0, i, j \in \{1, 2\}$ [11]. Also, it is assumed that the transmitters trust each other completely and that they do not deviate from the agreed scheme.

### 6.2 SLDIC: Achievable schemes

#### 6.2.1 Weak interference regime ($0 \leq \alpha \leq \frac{2}{3}$)

In this regime, the proposed scheme uses interference cancelation. It is easy to see that data bits transmitted on the lower $m - n$ levels $[1 : m - n]$ remain secure, as these data bits do not cause interference at the unintended receiver. Hence, $m - n$ bits can be sent securely, when $C = 0$, as shown in Fig. 6.2. However, with cooperation ($C > 0$), the
top levels \([m - n + 1 : m]\) can be used for data transmission by appropriately xoring the data bits with the cooperative bits in the lower levels prior to transmission. These cooperative bits are precoded (xored) with the data bits at the levels \([1 : \min\{n, C\}]\) to cancel interference caused by the data bits sent by the other transmitter. When \(C = n\), it can be shown that the proposed scheme achieves the maximum possible rate of \(\max\{m, n\}\) bits. When \(C > n\), \(C - n\) bits can be discarded and \(n\) cooperative bits can be used for encoding as above, to achieve \(\max\{m, n\}\) bits. Hence, in the sequel, it will not be explicitly mentioned that \(C \leq n\). The proposed encoding scheme achieves the following symmetric secrecy rate:

\[
R_s = m - n + C. \tag{6.2}
\]

The details of the encoding scheme and the derivation of (6.2) can be found in Appendix C.1.
6.2.2 Moderate interference regime \( \left( \frac{2}{3} < \alpha < 1 \right) \)

In this regime, the proposed scheme uses interference cancelation along with the transmission of random bits. Without transmitter cooperation, at least \( m - n \) bits can be sent securely, as in the weak interference regime. Depending on the value of \( C \), with the help of transmission of random bits, additional data bits on the higher levels \([m - n + 1 : m]\) are sent by carefully placing data bits along with zero bits and random bits.

The proposed scheme achieves the following symmetric secrecy rate:

\[
R_s = m - n + B(m - n) + q + C,
\]

where \( B \triangleq \left\lfloor \frac{q}{3r_2} \right\rfloor, \ g \triangleq \{n - (r_2 + C)\}^+, \ r_2 \triangleq m - n, \ q \triangleq \min\{(t - r_2)^+, r_2\} \) and \( t \triangleq g \\%\{3r_2\}. \)

In the above equation, the first term corresponds to the number of data bits transmitted securely without using random bits transmission or cooperation. The term \( B(m - n) + q \) corresponds to the number of data bits that can be securely transmitted using the help of random bits transmission. The last term \( C \) represents the gain in rate achievable due to cooperation. The details of the encoding scheme and the derivation of (6.3) can be found in Appendix C.2.

6.2.3 Interference is as strong as the signal \( (\alpha = 1) \)

In this case, from Theorem 17 in Chapter 7, it is not possible to achieve a nonzero secrecy rate.
6.2.4 High interference regime \((1 < \alpha < 2)\)

The achievable scheme is similar to that proposed for the moderate interference regime, but it differs in the manner the encoding of the message is performed at each transmitter. The proposed scheme achieves the following secrecy rate:

1. When \((1 < \alpha \leq 1.5)\):

\[
R_s = B(n - m) + q + C, \tag{6.4}
\]

where \(B \triangleq \left\lfloor \frac{g}{3r_2} \right\rfloor\), \(g \triangleq (m - C)^+\), \(q \triangleq \min \{(t - r_2)^+, r_2\}\), \(t \triangleq g \% \{3r_2\}\) and \(r_2 \triangleq n - m\).

2. When \((1.5 < \alpha < 2)\):

\[
R_s = \begin{cases} 
2m - n + C & \text{for } 0 \leq C \leq 4n - 6m \\
4n - 6m + C_{T_1} + C_{T_2} + C_{T_3} + r_d & \text{for } 4n - 6m < C \leq n,
\end{cases} \tag{6.5}
\]

where \(C_{T_1} \triangleq \min \{ \left\lceil \frac{C_{rem}}{2} \right\rceil, 2m - n \}\), \(C_{rem} \triangleq (C' - C_{T_3})^+, C_{T_3} \triangleq \min \{2m - n, C''\}\), \(C' \triangleq C - (4n - 6m)\), \(C'' \triangleq \left\lceil \frac{C'}{3} \right\rceil\), \(C_{T_2} \triangleq \min \{2m - n, (C_{rem} - C_{T_1})^+\}\) and \(r_d \triangleq \min \{2m - n - C_{T_3}, 2m - n - C_{T_2}\}\).

The details of the encoding scheme and some illustrative examples can be found in Appendix C.3.

Remark: One can note that the achievable schemes for the moderate (Sec. 6.2.2) and high interference regime (Sec. 6.2.4) use a combination of interference cancelation and transmission of a jamming signal (random bits transmission). When precoding is done using the other user’s signal, it cancels the interference and also ensures secrecy. In the technique based on random bits transmission, the transmitter self-jams its own receiver,
so that the receiver cannot decode the other user’s data. But, in this process, transmitter causes interference to the other receiver, thereby adversely impairing the achievable rate of secure communication. Thus, self jamming in that form only helps if the benefit to the secrecy rate due to the interference caused at the own receiver outweighs the negative impact of the interference caused at the other receiver. However, when the jamming signal can be canceled at an unintended receiver by transmission of the same random bits by the other transmitter, its adverse impact is completely alleviated, leading to larger achievable rates.

6.2.5 Very high interference regime ($\alpha \geq 2$)

In this case, when $C = 0$, it is not possible to achieve nonzero secrecy rate as established by the outer bound in Theorem 15. However, with cooperation ($C > 0$), the proposed scheme can achieve a nonzero secrecy rate. The proposed scheme uses interference cancelation, time sharing, and relaying the other user’s data bits. In contrast to the achievable schemes for other interference regimes, the transmitters exchange data bits, random bits, or both, depending on the capacity of the cooperative link. For example, when $0 < C \leq \lceil \frac{m}{2} \rceil$, the transmitters exchange only random bits. The proposed scheme achieves the following secrecy rate:

1. When $m$ is even:

$$R_s = \begin{cases} 
2C & \text{for } 0 < C \leq \frac{m}{2} \\
\frac{m}{2} + C & \text{for } \frac{m}{2} < C \leq n - \frac{3m}{2} \\
\frac{n}{2} - \frac{m}{4} + \frac{C}{2} & \text{for } n - \frac{3m}{2} < C < n - \frac{m}{2} \\
C & \text{for } n - \frac{m}{2} \leq C \leq n.
\end{cases}$$

(6.6)
2. When $m$ is odd:

$$R_s = \begin{cases} 
\min\{2C, m\} & \text{for } 0 < C \leq \frac{m+1}{2} \\
 m + \min\{ C - \frac{m+1}{2}, n - 2m \} & \text{for } \frac{m+1}{2} < C \leq \frac{2n-3m+1}{2} \\
n - 2m + \frac{1}{2} \left[ C_{ul}^1 + 2C_{uu}^1 + C_{uu}^1 + C_{ul}^1 + C_{ul}^2 \right] & \text{for } \frac{2n-3m+1}{2} < C \leq n,
\end{cases}$$

(6.7)

where $C_{uu}^1 \triangleq \left\lceil \frac{C}{2} \right\rceil$, $C_{ul}^1 \triangleq (m - C_{uu}^1)^+$, $C_{uu}^2 \triangleq (C - C_{ul}^1 - C_{ul}^2)^+$, $C_{uu}^1 \triangleq (C - C_{uu}^1 - C_{ul}^1)^+$, $C_2^u \triangleq C_2^l$, $C_1^u \triangleq \min\{2C_1^r, (m - C_{ul}^1)^+\}$, $C_2^l \triangleq C_1^u$ and $C_2^r \triangleq \max\left\{ \left\lceil \frac{C_2^l}{2} \right\rceil, \left\lfloor \frac{C_2^u}{2} \right\rfloor \right\}$, $C_1^l \triangleq \left\lceil \frac{C_1^u}{2} \right\rceil$.

The details of the achievable scheme, and examples, can be found in Appendix C.4.

**Remark:** When $0 < C \leq \left\lceil \frac{m}{2} \right\rceil$, the capacity achieving scheme involves exchanging only random bits through the cooperative links. This is useful in scenarios where the transmitters trust each other to follow the agreed-upon scheme, but are not allowed to share their data bits through the cooperative link.

### 6.3 Conclusions

This chapter proposed novel achievable schemes for the 2-user SLDIC with transmitter cooperation. The achievable scheme used a combination of interference cancelation, random bit transmission, relaying of the other user’s data bits, and time sharing, depending on the values of $\alpha$ and $C$. Several interesting results were obtained from the proposed achievable schemes. For example, when $\frac{2}{3} < \alpha < 1$ and $1 < \alpha < 2$, random bit transmission helps ensure secrecy. With further increase in the strength of the interference ($\alpha \geq 2$), random bit transmission is rendered ineffective. But, with cooperation, it is possible to achieve a nonzero secrecy rate, even when the interference is very strong.
In the next chapter, outer bounds on the secrecy rate are derived for the SLDIC and the achievable results derived in this chapter are compared with the outer bounds.
Chapter 7

Outer Bounds on the Secrecy Rate of the 2-User SLDIC with Limited-rate Transmitter Cooperation

In the previous chapter, achievable schemes were obtained for the 2-user SLDIC with limited-rate transmitter cooperation with secrecy constraints at the receivers. Deriving outer bounds on the achievable secrecy rate, which is the focus of this chapter, can provide useful insights on the performance limits of the system. Further, in cases where the inner and outer bounds match, one obtains the capacity region of the 2-user SLDIC in those scenarios.

The deterministic model is a good starting point, as it provides critical insight into outer bounds for more general models [19, 20]. Also, the outer bounds derived in [19] helps to establish the capacity region for the deterministic IC. In [20], outer bounds are obtained for the deterministic IC with limited-rate transmitter cooperation without any secrecy constraints at receivers. The outer bounds are found to coincide with the achievable rate region and thereby establishing the optimality of the proposed scheme.
in [20]. In [23], the outer bounds derived for the wiretap channel with side information establishes that the proposed scheme achieves capacity. However, outer bounds on the achievable secrecy rate for the 2-user deterministic IC with limited-rate transmitter cooperation have not been derived in the literature, and is the focus of this chapter.

In this chapter, four new outer bounds on the achievable rates are derived for the 2-user SLDIC with limited-rate transmitter cooperation and secrecy constraints at the receivers. The derivation of the outer bounds differ from each other in the way side-information is provided to receiver or the encoded message/output is partitioned based on the value of $\alpha$, where $\alpha$ captures the amount of coupling between the signal and the interference. The main contributions of this chapter are:

1. Outer bounds on the secrecy rate are derived under different interference regimes for the SLDIC with limited-rate transmitter cooperation (Theorems 14-17).

2. The derivation of the outer bounds is based on providing side information to receivers in a carefully chosen manner, using the secrecy conditions at the receivers and partitioning the encoded message/output depending on the value $\alpha$. For example, in the moderate interference regime ($\frac{2}{3} \leq \alpha < 1$), the encoded message is partitioned into two parts: one which causes interference at the unintended receiver, and another part which does not cause any interference at the unintended receiver.

3. The outer bound in Theorem 14 helps to establish that sharing random bits through the cooperative link can achieve the optimal rate under certain conditions, as mentioned in Section 7.2.1.
The derived outer bounds are compared with the achievable secrecy rate in Chapter 6, to illustrate their usefulness. It is also observed that the proposed outer bounds are tighter than the outer bound without the secrecy constraint [20], in all interference regimes, except for the initial part of the weak interference regime. Further, an outer bound on the capacity of the 2-user SLDIC in the absence of transmitter cooperation is obtained as a special case of the results in this chapter, by setting the capacity of the cooperative link to zero. The corresponding result represents the best known outer bound in this case also.

7.1 SLDIC: Outer bounds

In this section, four outer bounds on the symmetric rate for the 2-user SLDIC with limited-rate cooperation between transmitters and perfect secrecy constraints at the receivers are stated as Theorems 14-17. Theorem 14 is valid for all $\alpha \geq 0$, while Theorems 15, 16, and 17 are valid for $\alpha \geq 2$, $1 < \alpha < 2$, and $\alpha = 1$, respectively. The derivation of the outer bound involves using Fano’s inequality, providing side information to receivers in a carefully chosen manner, and using the secrecy constraints at receivers. One of the difficulties faced in deriving these bounds is that the encoded messages at the transmitters are no longer independent due to the cooperation between the transmitters. In order to overcome this problem, one of the key techniques used in obtaining the outer bounds in Theorems 14-17 is to partition the encoded message, output, or both, depending on the value of $\alpha$. This helps to simplify or bound the entropies terms involved in the outer bounds. Also, the following relation helps to establish these outer bounds: conditioned on the cooperating signals,
denoted by \((v_{12}^N, v_{21}^N)\), the encoded signals and the messages at the two transmitters are independent \([20, 72]\). This is represented as the following Markov chain relationship:\(^1\)

\[
(W_1, x_1^N) - (v_{12}^N, v_{21}^N) - (W_2, x_2^N).
\] (7.1)

Finally, the overall outer bound on the symmetric secrecy rate is obtained by taking the minimum of these outer bounds. The best performing outer bound depends on the value of \(\alpha\) and the outer bound on the symmetric secrecy rate \(\max(m, n)1_{\{C>0\}} + \min(m, n)1_{\{C=0\}}\), where \(1_A\) is the indicator function, equal to 1 if \(A\) is true, and equal to 0 otherwise.

In the derivation of the first outer bound, the encoded message \(x_i\) \((i = 1, 2)\) is partitioned into two parts: one part \((x_{ia})\) which causes interference to the unintended receiver, and another part \((x_{ib})\) which is not received at the unintended receiver. Partitioning the message in this way helps to obtain an outer bound on \(2R_1 + R_2\), which leads to an outer bound on the symmetric secrecy rate. The following theorem gives the outer bound on the symmetric secrecy rate.

**Theorem 14.** The symmetric rate of the 2-user SLDIC with limited-rate transmitter cooperation and secrecy constraints at the receivers is upper bounded as:

\[
R_s \leq \begin{cases} 
\frac{1}{3} [2C + 3m - 2n] & \text{for } \alpha \leq 1 \\
\frac{1}{3} [2C + n] & \text{for } \alpha > 1.
\end{cases}
\] (7.2)

**Proof.** The proof is provided in Appendix D.1. \(\square\)

The next outer bound, stated as Theorem 15, focuses on the very high interference

---

\(^1\)In Chapters 7-9, \(N\) denotes the number of channel uses, and not the number of antennas at each receiver as mentioned in the previous chapters.
regime, i.e., for $\alpha \geq 2$. In the derivation of the bound, the encoded message $x_i$ ($i = 1, 2$) at each transmitter is partitioned into three parts, as shown in Fig. 7.1a. The partitioning is based on whether (a) the bits are received at the intended receiver, and are received at the other receiver without interference, (b) the bits are not received at the desired receiver, and received without interference at the other receiver, and (c) the bits are not received at the intended receiver, and are received with interference at the other receiver. To motivate the development of the following outer bound, first consider the $C = 0$ case. If receiver 1 can decode $x_{1a}$ sent by transmitter 1, then receiver 2 can decode $x_{1a}$ as well, since it gets these data bits without any interference. Hence, data bits cannot be sent securely on those levels. Data transmitted at the remaining levels are not received by receiver 1, so they cannot be used for secure data transmission either. Now, suppose a genie provides receiver 1 with the part of the signal sent by transmitter 1 that is received without any interference at receiver 2, i.e., $y_{2a}^N \triangleq (x_{1a}^N, x_{1b}^N)$. Then, by using the secrecy constraint for the receiver 2, the rate of user 1 is upper bounded by $I(W_1; y_1^N | y_{2a}^N)$. When $\alpha \geq 2$, the following holds:

$$I(W_1; y_2^N) = 0,$$

or $I(W_1; y_{2a}^N, y_{2b}^N) = 0$, where $y_{2b}^N = x_{2a}^N \oplus x_{1c}^N$,

or $I(W_1; y_{2a}^N) + I(W_1; y_{2b}^N | y_{2a}^N) = 0$. \hspace{1cm} (7.3)

When $C > 0$, by using the above mentioned approach and the relation in (7.1), an outer bound on the symmetric secrecy rate is derived for $\alpha \geq 2$, and is stated as the following theorem.

**Theorem 15.** In the very high interference regime, i.e., for $\alpha \geq 2$, the symmetric rate of the
2-user SLDIC with limited-rate transmitter cooperation and secrecy constraints at the receivers
is upper bounded as: $R_s \leq 2C$.

**Proof.** The proof is provided in Appendix D.2.

**Remark:** Theorem 15 implies that, for $\alpha \geq 2$, a rate greater than $2C$ cannot be achieved, regardless of $m$ and $n$. In particular, when $C = 0$, i.e., without cooperation, it is not possible to achieve a nonzero rate. The third outer bound, stated as Theorem 16 below, is applicable in the high interference regime, i.e., $1 < \alpha < 2$. The derivation of the outer bound involves partitioning of the output and the encoded message based on whether the bits are received with interference at the intended receiver, or causes interference to the other receiver, as shown in Fig. 7.1b. The outer bound on the symmetric secrecy rate for the high interference regime is stated in the following theorem.

**Theorem 16.** In the high interference regime, i.e., for $1 < \alpha < 2$, the symmetric rate of the 2-user SLDIC with limited-rate transmitter cooperation and secrecy constraints at the receivers
is upper bounded as: $R_s \leq 2C + 2m - n$. 
Proof. The proof is provided in Appendix D.3.

The following theorem gives the outer bound on the symmetric secrecy rate for the \( \alpha = 1 \) case. In this case, both the receivers see the same signal. Hence, it is possible for receiver 2 decode any message that receiver 1 is able to decode, and vice-versa. Therefore, a nonzero secrecy rate cannot be achieved, irrespective of \( C \).

**Theorem 17.** When \( \alpha = 1 \), the symmetric rate of the 2-user SLDIC with limited-rate transmitter cooperation and secrecy constraints at the receivers is upper bounded as: \( R_s = 0 \).

Proof. The proof is provided in Appendix D.4.

A consolidated expression for the outer bound, obtained by taking minimum of the outer bounds in Theorems 14-17, is stated as the following corollary. In particular, the minimum of the outer bounds in Theorems 14 and 16 is taken for the high interference regime, and the minimum of the outer bounds in Theorems 14 and 15 is taken in the very high interference regime.

**Corollary 1.** An outer bound on the symmetric secrecy rate of the SLDIC obtained, by taking the minimum of the outer bounds derived in this work, is:

\[
\frac{R_s}{m} \leq \begin{cases} 
\frac{2\beta}{3} - \frac{2\alpha}{3} + 1 & \text{for } \alpha < 1 \\
0 & \text{for } \alpha = 1 \\
\frac{2\beta}{3} + \frac{\alpha}{3} & \text{for } 1 < \alpha < 2, \beta > \alpha - \frac{3}{2} \text{ or } \alpha \geq 2, \beta > \frac{\alpha}{4} \\
2\beta - \alpha + 2 & \text{for } \frac{3}{2} < \alpha < 2, 0 \leq \beta < \alpha - \frac{3}{2} \\
2\beta & \text{for } \alpha \geq 2, 0 \leq \beta \leq \frac{2\alpha}{4},
\end{cases}
\]  

(7.4)

where \( \beta \triangleq \frac{C}{m} \).
7.2 Results and discussion

Now, some numerical examples are considered for the deterministic case, to get insights into the bounds for different values of $C$, over different interference regimes.

In Fig. 7.2, the outer bound in Theorem 14 is plotted along with the achievable secrecy rate given in (6.3) for the $(m, n) = (5, 4)$ case. Also plotted is the per user capacity of the SLDIC with transmitter cooperation, but without the secrecy constraints [20]. It can be observed that the proposed scheme is optimal, when $C = 1$ and $C \geq 4$. However, it is not possible to achieve the capacity without the secrecy constraint, when $C \leq 3$. When $C \geq 4$, there is no loss in the achievable rate due to the secrecy constraint at receivers.

In Fig. 7.3, the minimum of the outer bounds in Theorems 14 and 15 is plotted as a function of $C$, with $(m, n) = (3, 6)$. Also plotted is the achievable secrecy rate in (6.7). From the plot, it can be observed that a nonzero secrecy rate cannot be achieved without cooperation between the transmitters, i.e., when $C = 0$. The achievable scheme, which uses random bits sharing through the cooperative link and interference cancelation, is optimal for $C = 1$. It can be observed the secrecy constraint results in a positive rate penalty, in the sense that it is not possible to achieve the capacity without the secrecy constraint, for $C \leq 5$.

In Figs. 7.4 and 7.5, the outer bound on the symmetric rate is plotted against $\alpha$ for a given value of $C$, along with the per user capacity of the SLDIC with transmitter cooperation, but without the secrecy constraints [20], and the inner bounds for the SLDIC with secrecy constraints at the receiver. In order to generate these plots, $m$ is chosen to be 400 and $n$ is varied from 0 to $4m$, and the rates are normalized by $m$.

In Fig. 7.4, the achievable secrecy rate and the capacity without secrecy constraints [20]
Figure 7.2: Bounds on the secrecy rate of the SLDIC with $m = 5$ and $n = 4$. 
Figure 7.3: Bounds on the secrecy rate of the SLDIC with $m = 3$ and $n = 6$. 
Figure 7.4: Normalized rate for the SLDIC with $C = 0$. 
Figure 7.5: Normalized rate for the SLDIC with $C = 50$. 
match when $0 \leq \alpha \leq \frac{1}{2}$. Hence, for this regime, it is not required to derive an outer bound. When $\frac{1}{2} < \alpha \leq \frac{2}{3}$, in the absence of the secrecy constraint, the capacity increases with increase in the value of $\alpha$, as the receivers are able to decode some part of the interference. However, with the secrecy constraint, the receiver cannot decode the other user’s message, and, hence, the achievable rate decreases with $\alpha$. When $\frac{2}{3} < \alpha < 1$, the achievable secrecy rate meets the outer bound at some of the points and the fluctuating behavior of the achievable rate is due to the floor-operation involved in the rate expression. In this regime, the transmission of random bits help to compensate for the loss in rate, to some extent. At $\alpha = 1$, there exists a point of discontinuity, as no nonzero secrecy rate is achievable. Intuitively, one would expect that the achievable secrecy rate should monotonically decrease with $\alpha$, because of the reasoning mentioned above. Interestingly, the achievable secrecy rate increases with increase in the value of $\alpha$, when $1 < \alpha \leq 1.5$, although the increase is not monotonic in nature due to the floor operation involved in the rate expression. The increase in the achievable secrecy rate arises due to the improved ability of the transmitters to jam the data bits at the unintended receivers by sending random bits as, $\alpha$ increases. However, when $1.5 < \alpha < 2$, the achievable secrecy rate decreases with increase in the value of $\alpha$ and the outer bound meets the inner bound. When $\alpha \geq 2$, it is no longer possible to achieve a nonzero secrecy rate.

In Fig. 7.5, compared to the $C = 0$ case, the achievable secrecy rate is higher in all the interference regimes due to the cooperation, except when $\alpha = 1$. The cooperation between the transmitters not only eliminates the interference, but at the same time ensures secrecy. Also, the need of transmitting random bits decreases with increase in the value of $C$. Interestingly, the proposed scheme can achieve a nonzero secrecy rate even
when $\alpha \geq 2$, and the achievable scheme is optimal in this case.

### 7.2.1 Further remarks

From the derived bounds, the following observations can be made:

1. When $C = 0$ and $\alpha = \frac{1}{2}$, the achievable rate result for the SLDIC in Sec. 6.2.1 reduces to the achievable rate result for the SLDIC in [21] with semi-secret constraint at each receiver. The semi-secret constraint at each receiver depends on trusting the other transmitters.

2. When $(0 \leq \alpha \leq \frac{1}{2})$, the achievable rate result for the SLDIC in Sec 6.2.1 is found to match with the achievable result for the SLDIC in [20] (See Figs. 7.4 and 7.5). As $\alpha$ increases, in [20], the receiver can decode some part of interference and can achieve higher rate. Here, due to the secrecy constraints, the receivers cannot decode other users’ messages, and hence, the achievable scheme is completely different. Also, for some values of $\alpha$, the achievable scheme proposed in Chapter 6 for the SLDIC requires the exchange of only random bits through the cooperative link, in contrast with the achievable scheme in [20].

3. When $(0 \leq \alpha \leq \frac{1}{2})$, the proposed achievable scheme is found to be optimal for all values of $C$ in the SLDIC (See Figs. 7.4 and 7.5).

4. When $(\frac{2}{3} < \alpha < 1)$, data bits are transmitted securely in the higher levels by intelligently choosing the placement of data and random bits, in addition to interference cancelation.
5. When $1 < \alpha < 2$ and $C = 0$, it is not possible to ensure secrecy without transmission of random bits in the case of SLDIC.

6. In all the interference regimes, the proposed scheme always achieves nonzero secrecy rate with cooperation (i.e., $C > 0$), except for the $\alpha = 1$ case.

7. When $C = n$ and $\alpha \neq 1$, i.e., when the cooperative link is as strong as the strength of the interference, the proposed scheme achieves the maximum possible rate of $\max\{m, n\}$ in the case of SLDIC.

8. The outer bound in Theorem 15 for $\alpha \geq 2$ helps to establish that sharing random bits through the cooperative link can achieve the optimal rate when $(0 < C \leq \lceil \frac{n}{2} \rceil)$ in the case of SLDIC. From this outer bound, one can also conclude that it is not possible to achieve a per-user rate greater than $2C$, when $\alpha \geq 2$. However, in the other interference regimes, rates greater than $2C$ can be achieved (See Figs. 7.4 and 7.5).

### 7.3 Conclusions

In this chapter, novel outer bounds on the achievable secrecy rate were derived for the 2-user SLDIC with transmitter cooperation. The derivation of the outer bound was based on providing side information to receiver in a carefully chosen manner, use of the secrecy constraints at the receivers, and partitioning of the encoded message/output, depending on the value of $\alpha$. The usefulness of these outer bounds was illustrated by comparing them with the achievable secrecy rate derived in Chapter 6. When $0 < \alpha \leq \frac{1}{2}$, the achievable scheme is found to be optimal for all values of $C$. 
When \( \alpha \geq 2 \), sharing random bits, or data bits, or both, outperforms sharing only data bits through the cooperative links. The derived outer bounds establish that sharing random bits through the cooperative link can achieve the optimal rate when \( \alpha \geq 2 \) and \( 0 < C' \leq \left\lceil \frac{m}{2} \right\rceil \). In the next chapter, achievable schemes for the Gaussian symmetric IC with limited-rate transmitter cooperation and secrecy constraints at the receivers are presented.
Chapter 8

Inner Bounds on the Secrecy Rate of the 2-User GSIC with Limited-rate Transmitter Cooperation

As mentioned earlier, the capacity region of the Gaussian IC (GIC) without secrecy constraints at receiver remains an open problem, even in the $K = 2$ user case, except for some special cases like strong/very strong interference regimes [15], [16]. In [12], the broadcast and IC with independent confidential messages are considered and the achievable scheme is based on random binning techniques. The work in [6] demonstrates that with the help of an independent interferer, the secrecy capacity region of the wiretap channel can be enhanced. Intuitively, although the use of an independent interferer increases the interference at both the legitimate receiver and the eavesdropper, the benefit from the latter outweighs the rate loss due to the former. Some more results on the IC under different eavesdropper settings can be found in [36, 37, 43].

The effect of cooperation on secrecy has been explored in [73–76]. In [73], the effects of user cooperation on the secrecy of multiple access channel with generalized feedback
is analyzed, where the message of each sender needs to be kept secret from each other. In [74], the effects of user cooperation on the secrecy of BC, where the receivers can cooperate with each other is considered. The achievable scheme uses a combination of Marton’s coding scheme for BC and a compress and forward scheme for the relay channel. Also, outer bounds on the rate-equivocation region are presented. The role of a relay in ensuring secrecy under different wireless network settings has been studied in [38–40].

The proposed transmission/coding strategy in the Gaussian setting is inspired by the schemes proposed for the 2-user SLDIC in Chapter 6. It uses a superposition of a non-cooperative private codeword and a cooperative private codeword. For the non-cooperative private part, stochastic encoding is used [32], and for the cooperative private part, the cooperative encoding scheme described in Sec. 8.2.1 is used. The codewords corresponding to the cooperate private part are precoded such that the interference caused by the cooperative private codeword of the other user is completely canceled out. This approach is different from the one used in [20], where the interference caused by the unwanted codeword is approximately canceled. Further, one of the users transmits dummy information to enhance the achievable secrecy rate.

8.1 System model

Consider a 2-user GSIC with cooperating transmitters. The signals at the receivers are modeled as

\[ y_1 = h_d x_1 + h_c x_2 + z_1; \quad y_2 = h_d x_2 + h_c x_1 + z_2, \]  

(8.1)
where \( z_j (j = 1, 2) \) is complex Gaussian, distributed as \( z_j \sim \mathcal{CN}(0, 1) \). The input signals are required to satisfy the power constraint: \( E[|x_i|^2] \leq P \). Here, \( h_d \) and \( h_c \) are the channel gains of the direct and cross links, respectively. The transmitters cooperate through a noiseless secure link of finite rate \((C_G)\). The parameters \( m \) and \( n \) used for the SLDIC are related to the GSIC as \( m = ([\log P|h_d|^2])^+, n = ([\log P|h_c|^2])^+ \), while the capacity of the cooperative link is \( C = \lfloor C_G \rfloor \).

The transmitter \( i \) has a message \( W_i \), which should be decodable at the intended receiver \( i \), but needs to be kept secret from the other, unintended receiver \( j, j \neq i \). The notion of weak secrecy is considered for the Gaussian case, in contrast to the perfect secrecy constraint used in the deterministic case. Also, it is assumed that the transmitters trust each other completely and that they do not deviate from the agreed scheme. The details of the encoding and decoding scheme can be found for the weak/moderate interference regime and high/very high interference regime in Secs. 8.2.1 and 8.2.2,
respectively.

In the following section, achievable schemes for the GSIC are presented.

8.2 GSIC: Achievable schemes

8.2.1 Weak/moderate interference regime \((0 \leq \alpha \leq 1)\)

The achievable scheme is based on the approach used in Secs. 6.2.1 and 6.2.2, for the SLDIC. In the case of the SLDIC, the achievable scheme used a combination of interference cancelation, transmission of random bits, or both, depending on the value of \(\alpha\) and \(C\). That scheme is extended to the Gaussian setting, as follows.

The message at transmitter \(i\) is split into two parts: a non-cooperative private part \((w_{pi})\) and a cooperative private part \((w_{cpi})\). The non-cooperative private message is encoded using stochastic encoding [32], and the cooperative private part is encoded using cooperative encoding scheme. For the SLDIC, data bits transmitted at the lower levels \([1 : m - n]\) are not received at the unintended receiver. Hence, these data bits remain secure. However, there is no one-to-one analogue of this in the GSIC, so the scheme does not extend directly. In the Gaussian case, for the non-cooperative private part, stochastic encoding is used to ensure secrecy. The transmitter \(i\) encodes the non-cooperative part \(w_{pi} \in \mathcal{W}_{pi} = \{1, 2, \ldots, 2^{N_{R_{pi}}}\}\) into \(x_{pi}^N\). A stochastic encoder is specified by a conditional probability density \(f_{pi}(x_{pi,k}|w_{pi})\) \((i = 1, 2)\), where \(x_{pi} \in \mathcal{X}_{pi}\) and \(w_{pi} \in \mathcal{W}_{pi}\), and it satisfies the following condition:

\[
\sum_{x_{pi,k} \in \mathcal{X}_{pi}} f_{pi}(x_{pi,k}|w_{pi}) = 1, \quad k = 1, 2, \ldots, N, \tag{8.2}
\]

where \(f_{pi}(x_{pi,k}|w_{pi})\) is the probability that \(x_{pi,k}\) is output by the stochastic encoder, when
message $w_{pi}$ is to be transmitted.

The cooperative private message $w_{cp1} \in W_{cp1} = \{1, 2, \ldots, 2^{NR_{cp1}}\}$ and $w_{cp2} \in W_{cp2} = \{1, 2, \ldots, 2^{NR_{cp2}}\}$ at transmitters 1 and 2 are encoded using cooperative encoding scheme, as described in the later part of this section. One of the key aspects of the achievable scheme is the precoding of the cooperative private messages such that the codeword carrying the cooperative private message is completely canceled at the unintended receiver. This corresponds to the scheme used for interference cancelation in the case of SLDIC. This serves two purposes: it cancels interference over the air, and simultaneously ensures secrecy. This scheme is termed as cooperative encoding scheme. The transmitter 2 sends a dummy message along with the cooperative private message and the non-cooperative private message. Note that stochastic encoding is sufficient to ensure secrecy of the non-cooperative private message. However, the additional dummy message sent by the transmitter 2 can enhance the achievable secrecy rate, depending on the values of $\alpha$ and $C$. In this case, both the receivers treat the dummy message as noise.

**Encoding and decoding**

For the non-cooperative private part, transmitter $i$ $(i = 1, 2)$ generates $2^{N(R_{pi} + R'_{pi})}$ i.i.d. sequences of length $N$ at random according to

$$P(x_{pi}^N) = \prod_{k=1}^{N} P(x_{pi,k}).$$

(8.3)

The $2^{N(R_{pi}+R'_{pi})}$ codewords in the codebook $C_{pi}$ are randomly grouped into $2^{NR_{pi}}$ bins, with each bin containing $2^{NR'_{pi}}$ codewords. Any codeword in $C_{pi}$ is indexed as $x_{pi}^N(w_{pi}, w'_{pi})$
for $w_{pi} \in W_{pi}$ and $w'_{pi} \in W'_{pi} = \{1, 2, \ldots, 2^{N_{R_{pi}'}}\}$. In order to transmit $w_{pi}$, transmitter $i$ selects a $w'_{pi} \in W'_{pi}$ randomly and transmits the codeword $x^N_{pi}(w_{pi}, w'_{pi})$.

In order to transmit a dummy message, transmitter 2 generates $2^{NR_{d2}}$ i.i.d. sequences of length $N$ at random according to

$$P(x^N_{d2}) = \prod_{k=1}^{N} P(x_{d2,k}). \quad (8.4)$$

The $2^{NR_{d2}}$ codewords in codebook $C_{d2}$ are randomly grouped into $2^{NR_{d2}'}$ bins, with each bin containing $2^{NR_{d2}''}$ codewords (and thus $R_{d2} = R_{d2}' + R_{d2}''$). Any codeword in $C_{d2}$ is indexed as $x^N_{d2}(w'_{d2}, w''_{d2})$, where $w'_{d2} \in W'_{d2} = \{1, 2, \ldots, 2^{N_{R_{d2}'}}\}$ and $w''_{d2} \in W''_{d2} = \{1, 2, \ldots, 2^{N_{R_{d2}''}}\}$. During encoding, transmitter 2 selects $w'_{d2} \in W'_{d2}$ and $w''_{d2} \in W''_{d2}$ independently at random and sends the codeword $x^N_{d2}(w'_{d2}, w''_{d2})$.

For the cooperative private message, the transmitter $i$ ($i = 1, 2$) generates the cooperative private codeword $w^N_{iz}(w_{cpi})$ according to

$$P(w^N_{iz}) = \prod_{k=1}^{N} P(w_{iz,k}), \text{ where } i = 1, 2. \quad (8.5)$$

Each transmitter communicates its shared message to the other transmitter over the cooperative links. The cooperative messages at the transmitters are precoded in such way that the cooperative private messages at the unintended receivers are completely canceled, as described below:

$$x_{cp1} = w_{1z}h_d - w_{2z}h_c,$$

$$x_{cp2} = w_{2z}h_d - w_{1z}h_c. \quad (8.6)$$

Finally, the non-cooperative private codeword and cooperative private codeword are
superimposed to form the transmit codeword at the transmitter 1 and the non-cooperative private codeword, cooperative private codeword and the dummy message codeword are superimposed to form the transmit codeword at the transmitter 2:

\[
x^N_1(w_{cp1}, w_{cp2}, w_{p1}, w'_{p1}) = x^{N}_{cp1} + x^{N}_{p1},
\]

\[
\text{and } x^N_2(w_{cp1}, w_{cp2}, w_{p2}, w'_{p2}, w''_{d2}, w'''_{d2}) = x^{N}_{cp2} + x^{N}_{p2} + x^{N}_{d2}.
\]

(8.7)

This not only eliminates the interference caused by the cooperative private part, but also ensures secrecy of the cooperative private message. The outputs at the receivers are:

\[
y_1 = u_1 + h_c x_{d2} + h_c x_{p1} + z_2, y_2 = u_2 + h_d x_{d2} + h_c x_{p1} + z_2.
\]

(8.8)

where \(u_i = (h^2_d - h^2_c)w_{iz}, i = 1, 2\). The quantity \(\sigma^2_{iz} (i = 1, 2)\) corresponds to the variance of \(w_{iz}\).

For decoding, receiver \(i\) looks for a unique message tuple such that \((y^N_i, u^N_i(\hat{w}_{cpi}), x^N_{pi}(\hat{w}_{p1}))\) is jointly typical. Based on the above coding strategy, the following theorem gives the achievable result on the secrecy rate.

**Theorem 18.** *In the weak/moderate interference regime, the following rate is achievable for the GSIC with limited-rate transmitter cooperation and secrecy constraints at the receivers:*

\[
R_1 + R'_{p1} \leq I(u_1, x_{p1}; y_1),
\]

\[
R_1 + R'_{p1} \leq I(x_{p1}; y_1 | u_1) + \min \{C_G, I(u_1; y_1 | x_{p1})\},
\]

(8.9)

where \(R'_{p1} = I(x_{p1}; y_2 | x_{p2}, u_2)\). The achievable secrecy rate for the user 2 can be obtained by
exchanging the indices 1 and 2 in (8.9).

Proof. The proof involves analyzing the error probability at decoder along with equivocation computation. One of the novelties in obtaining the achievable scheme lies in the precoding of the codewords carrying the cooperative private part of the message \((w_{cpi})\) which is canceled at the unintended receiver. This simultaneously eliminates interference and ensures secrecy of the cooperate private message. For ensuring secrecy of the non-cooperative private message, it is required to show that the weak secrecy constraint is satisfied at the receiver \(j\), i.e., \(H(W_{pi}|y^N_j) \geq N[R_{pi} - \epsilon_s]\). In the equivocation computation, the main novelty lies in choosing the value of the rate sacrificed in confusing the unintended receiver \((R'_{pi})\) and rate of the dummy message \((R_{di})\) so that the weak secrecy constraint is satisfied.

Equivocation computation: The equivocation at receiver 2 is bounded as follows.

\[
H(W_1|y^N_2) = H(W_{p1}, W_{cpi}|y^N_2),
\]

\[
= H(W_{p1}|y^N_2) + H(W_{cpi}|y^N_2, W_{p1}).
\]

First consider the term \(H(W_{cpi}|y^N_2, W_{p1})\). The output at receiver 2 is

\[
y_2 = u_2 + h_d x_{d2} + h_c x_{p1} + z_2.
\]

As \(u_1\) and \(u_2\) are independent of each other, i.e., \(I(u_1; u_2) = 0\), and \(w_{cpi}\) is chosen independent of \(w_{p1}\), the following holds:

\[
H(W_{cpi}|y^N_2, W_{p1}) = H(W_{cpi}).
\]
Hence, it is only required to show the following:

\[ H(W_{p1}|y_2^N) \geq N[R_{p1} - \epsilon_s]. \]  \hspace{1cm} (8.13)

Consider the following:

\[ H(W_{p1}|y_2^N) \]

\[ \geq H(W_{p1}|y_2^N, x_{p2}^N, u_2^N, W''_{d2}), \]

\[ \overset{(a)}{=} H(W_{p1}, y_2^N|x_{p2}^N, u_2^N, W''_{d2}) - H(y_2^N|x_{p2}^N, u_2^N, W''_{d2}), \]

\[ \overset{(b)}{=} H(W_{p1}, y_2^N, x_{p1}^N, x_{p2}^N|x_{p2}^N, u_2^N, W''_{d2}) - H(x_{p1}^N, x_{p2}^N|y_2^N, u_2^N, x_{p2}^N, W''_{d2}) \]

\[ \quad \quad \quad \quad - H(y_2^N|x_{p2}^N, u_2^N, W''_{d2}), \]

\[ = H(x_{p1}^N, x_{d2}^N|x_{p2}^N, W''_{d2}) + H(W_{p1}, y_2^N|x_{p1}^N, x_{d2}^N, u_2^N, x_{p2}^N, W''_{d2}) - H(x_{p1}^N, x_{d2}^N|y_2^N, x_{p2}^N, W''_{d2}) \]

\[ \quad \quad \quad \quad - H(y_2^N|x_{p2}^N, u_2^N, W''_{d2}), \]

\[ \geq H(x_{p1}^N) + H(x_{d2}^N|W''_{d2}) + H(y_2^N|x_{p1}^N, x_{d2}^N, u_2^N, x_{p2}^N, W''_{d2}) - H(y_2^N|x_{p2}^N, u_2^N) \]

\[ \quad \quad \quad \quad - H(x_{p1}^N, x_{d2}^N|y_2^N, u_2^N, x_{p2}^N, W_{p1}, W''_{d2}), \]

\[ \overset{(c)}{=} H(x_{p1}^N) + H(x_{d2}^N|W''_{d2}) + H(y_2^N|x_{p1}^N, x_{d2}^N, u_2^N, x_{p2}^N) - H(y_2^N|x_{p2}^N, u_2^N) \]

\[ \quad \quad \quad \quad - H(x_{p1}^N, x_{d2}^N|y_2^N, u_2^N, x_{p2}^N, W_{p1}, W''_{d2}), \]

\[ = N[R_{p1} + R'_{p1} + R''_{d2}] - I(x_{p1}^N, x_{d2}^N, y_2^N; u_2^N, x_{p2}^N) - H(x_{p1}^N, x_{d2}^N|y_2^N, u_2^N, x_{p2}^N, W_{p1}, W''_{d2}), \]  \hspace{1cm} (8.14)

where (a) and (b) are obtained using the relation:

\[ H(W_{p1}, y_2^N|x_{p2}^N, u_2^N, W''_{d2}) = H(y_2^N|x_{p2}^N, u_2^N, W''_{d2}) + H(W_{p1}|y_2^N, x_{p2}^N, u_2^N, W''_{d2}) \]

and

\[ H(W_{p1}, y_2^N, x_{p1}^N|x_{p2}^N, u_2^N, W''_{d2}) = H(W_{p1}, y_2^N|x_{p2}^N, u_2^N, W''_{d2}) + \]

\[ H(x_{p1}^N, x_{d2}^N|y_2^N, x_{p2}^N, u_2^N, W_{p1}, W''_{d2}), \]

respectively; and (c) is obtained using the fact that
\( W_{d2}' \to (x_{p1}^N, x_{d2}^N, x_{p2}^N, u_2^N) \to y_2^N \) forms a Markov chain. This can be shown with the help of a functional dependency graph [77].

Using Lemma 5 in Appendix E.2, it can be shown that

\[
I(x_{p1}^N, x_{d2}^N; y_2^N | u_2^N, x_{p2}^N) \leq N I(x_{p1}, x_{d2}; y_2 | u_2, x_{p2}) + N \epsilon'. \quad (8.15)
\]

Thus the remaining key step in showing that the condition in (8.13) is satisfied is to bound the last term in (8.14). To bound this term, consider the joint decoding of \( W_{p1}' \) and \( W_{d2}' \) at receiver 2 assuming that a genie has given \( W_{p1} \) and \( W_{d2}'' \) as side information to receiver 2. For a given \( W_{p1} = w_{p1} \) and \( W_{d2}'' = w_{d2}'' \), assume that \( w_{p1} \) and \( w_{d2}' \) are sent by transmitters 1 and 2, respectively and receiver 2 knows the sequence \( y_2^N = y_2^N \) and \( u_2^N = u_2^N \). For a given \( W_{p1} = w_{p1} \) and \( W_{d2}'' = w_{d2}'' \), receiver 2 declares that \( j \) and \( l \) was sent if \( (x_{p1}^N(w_{p1}, j), x_{d2}^N(l, w_{d2}''), y_2^N) \) is jointly typical and such \( (j, l) \) exists and is unique. Otherwise, an error is declared. Now, define the following event

\[
E_{j1}^1 = \{(x_{p1}^N(w_{p1}, j), x_{d2}^N(l, w_{d2}''), y_2^N) \in T_e^N(P_{x_{p1}, x_{d2}, y_2 | u_2, x_{p2}}) \}, \quad (8.16)
\]

where \( T_e^N(P_{x_{p1}, x_{d2}, y_2 | u_2, x_{p2}}) \) denotes, for given typical sequences \( u_2 \) and \( x_{p2} \), the set of jointly typical sequences \( y_1, x_{p1}, \) and \( u_1 \) with respect to \( P_{x_{p1}, x_{d2}, y_2 | u_2, x_{p2}} \). Without loss of generality, assume that \( x_{p1}^N(w_{p1}, 1) \) and \( x_{d2}^N(1, w_{d2}'') \) were sent. Then, by the union of events bound, the following is obtained:

\[
P_{e1}^N = P \left( E_{11}^{1c} \cup \bigcup_{j \neq 1, l \neq 1} E_{jl}^1 \right) \leq P(E_{11}^{1c}) + \sum_{j \neq 1} P(E_{j1}^1) + \sum_{l \neq 1} P(E_{1l}^1) + \sum_{j \neq 1, l \neq 1} P(E_{jl}^1),
\]
\[
P(E_{11}^{11}) + 2^{N(R'_p + R'_d)} 2^{-N[I(x_{p1}; y_2 | x_{d2}, u_2, x_{p2}) - 3\epsilon]} + 2^{N(R'_d) 2^{-N[I(x_{d2}; y_2 | x_{p1}, u_2, x_{p2}) - 3\epsilon]}}. 
\]

Hence, the probability of error \( P_{e1}^N \) is arbitrarily small for large \( N \), provided the following conditions are satisfied:

\[
R'_p \leq I(x_{p1}; y_2 | x_{d2}, u_2, x_{p2}), \quad R'_d \leq I(x_{d2}; y_2 | x_{p1}, u_2, x_{p2}), \\
R'_p + R'_d \leq I(x_{p1}, x_{d2}; y_2 | u_2, x_{p2}). 
\]  

(8.18)

When the conditions in (8.18) are satisfied and for sufficiently large \( N \), the following bound is obtained using Fano’s inequality:

\[
\frac{1}{N} H(x_{p1}^N, x_{d2}^N | y_1^N, u_2^N, x_{p2}^N, W_p = w_{p1}, W_{d2}'' = w_{d2}'') \leq \frac{1}{N} [1 + P_{e1}^N \log 2^{N[R'_p + R'_d]}] \leq \delta_1. 
\]  

(8.19)

Using the above, the last term in (8.14) is bounded as follows:

\[
H(x_{p1}^N, x_{d2}^N | y_2^N, u_2^N, x_{p2}^N, W_{p1}, W_{d2}'') \\
= \sum_{w_{p1}, w_{d2}''} P(w_{p1}, w_{d2}'') H(x_{p1}^N, x_{d2}^N | y_2^N, u_2^N, x_{p2}^N, W_{p1} = w_{p1}, W_{d2}'' = w_{d2}''), \\
\leq N\delta_1. 
\]  

(8.20)

Using (8.15) and (8.20), (8.14) becomes

\[
H(W_p | y_2^N) \geq N \left[ R_p + R'_p + R'_d - I(x_{p1}, x_{d2}; y_2 | u_2, x_{p2}) - \epsilon_1 \right], 
\]

(8.21)
where $\epsilon_1 = \epsilon + \delta_1$. By choosing $R'_{p1} + R'_{d2} = I(x_{p1}, x_{d2}; y_2 | u_2, x_{p2}) - \epsilon_{11}$, (8.21) becomes

$$H(W_{p1} | y_2^N) \geq N[R_{p1} - \epsilon_s], \text{ where } \epsilon_s = \epsilon_1 + \epsilon_{11}. \quad (8.22)$$

Hence, by choosing $R'_{p1} = I(x_{p1}; y_2 | x_{p2}, u_2) - \epsilon'_1$ and $R'_{d2} = I(x_{d2}; y_2 | x_{p1}, x_{p2}, u_2) - \epsilon''_{11}$, secrecy is ensured for the non-cooperative private message of transmitter 1, and also, the achievability condition in (8.18) is satisfied.

For receiver 1, also, it is only required to show that the non-cooperative private message of transmitter 2 remains secure. To bound the equivocation at receiver 1, consider the following:

$$H(W_{p2} | y_1^N) \geq H(W_{p2} | y_1^N, x_{p1}^N, u_1^N, W'_{d2}). \quad (8.23)$$

Then, by following similar steps as used in case of receiver 2, it can be shown that the choice of $R'_{p2} = I(x_{p2}; y_1 | x_{p1}, u_1) - \epsilon'_2$ and $R''_{d2} = I(x_{d2}; y_1 | x_{p1}, x_{p2}, u_1) - \epsilon''_2$, ensures secrecy for the non-cooperative private message of transmitter 2. This completes the proof.

Using the achievable rate result in Theorem 18 and time-sharing, the achievable symmetric secrecy rate is stated in the following Corollary.

**Corollary 2.** Using the achievable result in Theorem 18 and time-sharing between transmitters, following symmetric secrecy rate is achievable for the GSIC with limited-rate transmitter cooperation:

$$R_s = \frac{1}{2} [R_i^*(1) + R_i^*(2)], \quad (8.24)$$
where $i = 1, 2$ and $R_i^*(1)$ and $R_i^*(2)$ are the achievable secrecy rate for the transmitter $i$ in the first and second time slot, respectively, which is obtained by maximizing the rate given in the following equations:

\[
R_1(1) \leq \begin{cases} 
0.5 \log \left( 1 + \frac{\sigma_0^2 + h_d^2 P_{p1}}{1 + h_d^2 P_{d2} + h_c^2 P_{p2}} \right) - R_{p1}', \\
0.5 \log \left( 1 + \frac{h_d^2 P_{p1}}{1 + h_d^2 P_{d2} + h_c^2 P_{p2}} \right) + \min \left\{ C_G, 0.5 \log \left( 1 + \frac{\sigma_0^2}{1 + h_d^2 P_{d2} + h_c^2 P_{p2}} \right) \right\} - R_{p1}'.
\end{cases} 
\]

(8.25)

\[
R_2(1) \leq \begin{cases} 
0.5 \log \left( 1 + \frac{\sigma_0^2 + h_d^2 P_{p2}}{1 + h_d^2 P_{d2} + h_c^2 P_{p1}} \right) - R_{p2}', \\
0.5 \log \left( 1 + \frac{h_d^2 P_{p2}}{1 + h_d^2 P_{d2} + h_c^2 P_{p1}} \right) + \min \left\{ C_G, 0.5 \log \left( 1 + \frac{\sigma_0^2}{1 + h_d^2 P_{d2} + h_c^2 P_{p1}} \right) \right\} - R_{p2}'.
\end{cases} 
\]

(8.26)

where $R_{p1}' = 0.5 \log \left( 1 + \frac{h_d^2 P_{p1}}{1 + h_d^2 P_{d2}} \right)$, $R_{p2}' = 0.5 \log \left( 1 + \frac{h_d^2 P_{p2}}{1 + h_d^2 P_{d2}} \right)$, $\sigma_0^2 \triangleq (h_d^2 - h_c^2) \sigma_c^2$, $\sigma_z^2 \triangleq \frac{\theta_1}{\eta_1 + \eta_2} P_1$, $P_{p1} \triangleq \frac{\eta_1}{\eta_1 + \eta_2} P'$, $P_{d2} = \frac{\eta_2}{\eta_1 + \eta_2} P'$, $P' = (P_c - (h_d^2 + h_c^2) \sigma_c^2)$, $P_i \triangleq \beta_i P$ $(i = 1, 2)$ and $0 \leq (\theta_i, \eta_i, \beta_i) \leq 1$. The rate equations for the second time slot can be obtained by exchanging indices 1 and 2 in (8.25) and (8.26).

**Proof.** In the first and second time slots, transmitters 1 and 2 send the following encoded messages:

\[
x_1(1) = x_{cp1}(1) + x_{p1}(1), \text{ and } x_2(1) = x_{cp2}(1) + x_{p2}(1) + x_{d2}(1), \\
x_1(2) = x_{cp1}(2) + x_{p1}(2) + x_{d1}(2), \text{ and } x_2(2) = x_{cp2}(2) + x_{p2}(2),
\]

(8.27)

where $x_{cpi}$ $(i = 1, 2)$ is as defined in (8.6). In the following, the achievable secrecy rate and power allocation for different messages are discussed in the case of the first time slot. Hence, for simplicity, the time index is omitted. The mutual information terms given in Theorem 18 are evaluated as follows. From Theorem 18, $R_{p1}'$ and $R_{p2}'$ are set as $0.5 \log \left( 1 + \frac{h_d^2 P_{p1}}{1 + h_d^2 P_{d2}} \right)$ and $0.5 \log(1 + \frac{h_d^2 P_{p2}}{1 + h_d^2 P_{d2}})$, respectively. The first equation in (8.9)
becomes

$$R_1 \leq 0.5 \log \left( 1 + \frac{\sigma_u^2 + h_d^2 P_{p1}}{1 + h_c^2 P_{d2} + h_c^2 P_{p2}} \right) - R'_{p1}. \quad (8.28)$$

The second equation in (8.9) becomes

$$R_1 \leq 0.5 \log \left( 1 + \frac{h_d^2 P_{p1}}{1 + h_c^2 P_{d2} + h_c^2 P_{p2}} \right) + \min \left\{ C_G, \frac{0.5 \log \left( 1 + \frac{\sigma_u^2}{1 + h_c^2 P_{d2} + h_c^2 P_{p2}} \right)}{1 + h_c^2 P_{d2} + h_c^2 P_{p2}} \right\} - R'_{p1}. \quad (8.29)$$

The achievable rate for user 2 becomes

$$R_2 \leq 0.5 \log \left( 1 + \frac{\sigma_u^2 + h_d^2 P_{p2}}{1 + h_c^2 P_{d2} + h_c^2 P_{p1}} \right) - R'_{p2}, \quad (8.30)$$

$$R_2 \leq 0.5 \log \left( 1 + \frac{h_d^2 P_{p2}}{1 + h_c^2 P_{d2} + h_c^2 P_{p1}} \right) + \min \left\{ C_G, \frac{0.5 \log \left( 1 + \frac{\sigma_u^2}{1 + h_c^2 P_{d2} + h_c^2 P_{p1}} \right)}{1 + h_c^2 P_{d2} + h_c^2 P_{p1}} \right\} - R'_{p2}. \quad (8.31)$$

The encoded message at transmitters 1 and 2 are

$$x_1 = h_d w_{1z} - h_c w_{2z} + x_{p1}, \text{ and } x_2 = h_d w_{2z} - h_c w_{1z} + x_{p2} + x_{d2}. \quad (8.32)$$

To simplify the power allocation, the variance of $w_{1z}$ and $w_{2z}$ are chosen to be the same, i.e., $\sigma_{1z}^2 = \sigma_{2z}^2 = \sigma_z^2$. In order to satisfy the power constraint at the transmitters, the following conditions need to be satisfied.

$$(h_d^2 + h_c^2)\sigma_z^2 + P_{p1} \leq P_1 \text{ and } (h_d^2 + h_c^2)\sigma_z^2 + P_{p2} + P_{d2} \leq P_2, \quad (8.33)$$

where $P_i = \beta_i P$ ($i = 1, 2$), $0 \leq \beta_i \leq 1$ and $P$ is the maximum power available at either transmitter. The power for the non-cooperative private message, cooperative private
message and dummy message are chosen as follows:

\[
\sigma_z^2 = \frac{\theta_1}{\theta_1 + \theta_2} \frac{P_1}{h_d^2 + h_c^2}, \quad P_{p1} = \frac{\theta_2}{\theta_1 + \theta_2} P_1, \\
P_{p2} = \frac{\eta_1}{\eta_1 + \eta_2} P', \quad P_{d2} = \frac{\eta_2}{\eta_1 + \eta_2} P', \quad \text{and} \quad P' = (P_2 - (h_d^2 + h_c^2) \sigma_z^2)^+.
\] (8.34)

where \((\theta_i, \eta_i) \in [0, 1]\). The parameters \(\theta_i\) and \(\eta_i\) act as power splitting parameters for transmitters 1 and 2, respectively. The parameter \(\beta_i\) acts as a power control parameter. Hence, \(\theta_i, \eta_i\) and \(\beta_i\) are chosen such that the rates in (8.28)-(8.31) are maximized, and the minimum of (8.28) and (8.29) gives the achievable secrecy rate for transmitter 1 i.e., \(R_1^*(1)\); and the minimum of (8.30) and (8.31) give the achievable secrecy rate for the transmitter 2 i.e., \(R_2^*(1)\). This completes the proof. \(\square\)

8.2.2 High/very high interference regime \((\alpha > 1)\)

The achievable scheme is based on the approach used for the SLDIC in the case of the high interference regime. The achievable scheme for the SLDIC in Sec. 6.2.4 used a combination of interference cancelation, relaying of the other user’s data bits, and transmission of random bits. In the case of the SLDIC, as some of the interfering links are not present to the intended receiver, the levels corresponding to these links can be directly used for the other user’s data transmission. But, in the Gaussian setting, it is not possible to relay the other user’s data directly in this manner. The relationship between the corresponding achievable schemes for the SLDIC and the GSIC will be made precise in the following paragraphs.

In the proposed scheme, user 1 sends a non-cooperative private message \((w_{p1})\) and a
cooperative private message \((w_{cp1})\). The other user transmits cooperative private message \((w_{cp2})\) along with a dummy message \((w_{d2})\). For the SLDIC, the achievable scheme required transmission of random bits for ensuring secrecy of data bits, in addition to the data bits that were sent with the help of cooperation. Similarly, for the GSIC, the proposed scheme requires stochastic encoding and transmission of a dummy message by the other user, in order to ensure secrecy for the non-cooperative private message sent by user 1. It is important to note that stochastic encoding alone cannot ensure secrecy for the non-cooperative private part of the message. For the cooperative private part of the message \((w_{cpi})\), the coding scheme is the same as that mentioned in Sec. 8.2.1.

The transmission of the dummy message \(x_{d2}\) by transmitter 2 can be considered as using another stochastic encoder \(f_{d2}\), which is specified by a probability density \(f_{d2}(x_{d2,k})\), with \(x_{d2,k} \in X_{d2}\) and \(\sum_{x_{d2,k} \in X_{d2}} f_{d2}(x_{d2,k}) = 1\). The rate \(R_{d2}\) of the dummy message sent by transmitter 2 and the rate sacrificed by transmitter 1 in stochastic encoding in order to confuse the eavesdroppers at receivers 1 and 2, respectively, are chosen such that the non-cooperative private message sent by transmitter 1 remains secure at receiver 2, and receiver 1 is able to decode the dummy message. At transmitter 1, the cooperative private message and the non-cooperative private message are superimposed to form the transmit codeword \((x_{1}^{N})\). Finally, at transmitter 2, the cooperative private message and the dummy information are superimposed to form the transmit codeword \((x_{2}^{N})\). In contrast to the achievable scheme for the weak/moderate interference regime, the dummy message sent by one of the transmitters \(i\) is required to be decodable at the receiver \(j\) \((i \neq j)\).
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The encoding of the non-cooperative private message at transmitter 1 and the cooperative private message at both the transmitters is the same as described in Sec. 8.2.1. In order to transmit the dummy message, transmitter 2 chooses \( x_{d2}^N(w_{d2}) \) for \( w_{d2} \in \mathcal{W}_{d2} \).

The codewords transmitted from the two transmitters are given by:

\[
x_1^N(w_{cp1}, w_{cp2}, w_{p1}, w_{p1}') = x_{cp1}^N + x_{p1}^N, \quad \text{and} \quad x_2^N(w_{cp1}, w_{cp2}, w_{d2}) = x_{cp2}^N + x_{d2}^N,
\]

(8.35)

where \( x_{cpi} \) (\( i = 1, 2 \)) is defined in (8.6).

For decoding, receiver 1 looks for a unique message tuple such that \((y_1^N, u_1^N(\hat{w}_{cp1}), x_{d2}^N(\hat{w}_{d2}), x_{p1}^N(\hat{w}_{p1}, \hat{w}_{p1}'))\) is jointly typical. Receiver 2 looks for an index \( \hat{w}_{cp2} \) such that \((y_2^N, u_2^N(\hat{w}_{cp2}))\) is jointly typical.

Based on the above coding strategy, the following theorem gives the achievable result on the secrecy rate.

**Theorem 19.** In the high interference regime, the following rate is achievable for the GSIC with limited-rate transmitter cooperation and secrecy constraints at the receivers:

\[
R_1 + R'_{p1} \leq \min \{ I(u_1; x_{p1}; y_1|x_{d2}), I(x_{p1}; y_1|u_1, x_{d2}) + \min \{ I(u_1; y_1|x_{p1}, x_{d2}, C_G) \} \},
\]

\[
R_1 + R'_{p1} + R_{d2} \leq \min \{ I(u_1, x_{p1}; x_{d2}; y_1), I(x_{p1}, x_{d2}; y_1|u_1) + \min \{ I(u_1; y_1|x_{p1}, x_{d2}, C_G) \} \},
\]

\[
I(x_{p1}; y_1|u_1, x_{d2}) + I(u_1, x_{d2}; y_1|x_{p1}),
\]

\[
R_1 + R'_{p1} + 2R_{d2} \leq I(x_{p1}, x_{d2}; y_1|u_1) + I(u_1, x_{d2}; y_1|x_{p1}),
\]

\[
R_2 \leq \min \{ I(u_2; y_2), C_G \}, R_{d2} \leq I(x_{d2}; y_1|u_1, x_{p1}),
\]

(8.36)

where \( R_1 \triangleq R_{p1} + R_{cp1}, R_2 \triangleq R_{cp2}, R'_{p1} \triangleq I(x_{p1}; y_2|u_2), \) and \( R_{d2} \triangleq I(x_{d2}; y_2|x_{p1}, u_2) \).
Proof. The proof is provided in Appendix E.3. \( \Box \)

The achievable symmetric secrecy rate is stated in the following Corollary.

**Corollary 3.** Using the achievable result in Theorem 19 and time-sharing between transmitters, the following symmetric secrecy rate is achievable for the GSIC with limited-rate transmitter cooperation:

\[
R_s = \frac{1}{2} [R_1^*(1) + R_1^*(2)],
\]

where \( R_1^*(1) \) and \( R_1^*(2) \) are the achievable secrecy rates for transmitter 1 in the first and second time slots, respectively, which are obtained by maximizing \( R_s \) over parameters \( \theta_i, \eta_i \) and \( \beta_i \) \((i = 1, 2)\). The achievable rates for users 1 and 2 in the first time slot are as follows:

\[
R_1(1) = \begin{cases} 
\min \left\{ 0.5 \log(1 + \sigma_u^2 + h_d^2 P_1), 0.5 \log(1 + h_d^2 P_1) + \min \{0.5 \log(1 + \sigma_u^2), C_G\} \right\} - R'_{p1}, \\
\min \left\{ 0.5 \log(1 + \sigma_u^2 + h_d^2 P_1 + h_c^2 P_2), 0.5 \log(1 + \sigma_u^2 + h_c^2 P_2) + \min \{0.5 \log(1 + \sigma_u^2 + h_d^2 P_1), 0.5 \log(1 + \sigma_u^2 + h_c^2 P_2)\} \right\} \\
-(R'_{p1} + R_{d2}), \\
0.5 \log(1 + h_d^2 P_1 + h_c^2 P_2) + 0.5 \log(1 + \sigma_u^2 + h_c^2 P_2) - (R'_{p1} + 2R_{d2}) 
\end{cases}
\]

and \( R_2(1) = \min \left\{ 0.5 \log \left( 1 + \frac{\sigma_u^2}{1 + h_d^2 P_2 + h_c^2 P_1} \right), C_G \right\} \),

where \( R'_{p1} = 0.5 \log \left( 1 + \frac{h_d^2 P_1}{1 + h_d^2 P_2} \right), R_{d2} = 0.5 \log(1 + h_d^2 P_2), \sigma_u^2 \triangleq \left( h_d^2 - h_c^2 \right)^2 \sigma_z^2, \sigma_z^2 \triangleq \frac{\sigma_i}{\sigma_i + \sigma_2}, P_1 \triangleq \frac{P_1}{\sigma_i + \sigma_2}, P_2 \triangleq (P_2 - (h_d^2 + h_c^2) \sigma_z^2)^+, P_i \triangleq \beta_i P \) and \( 0 \leq (\theta_i, \beta_i) \leq 1 \). The achievable rate equation for the second time slot can be obtained by exchanging indices 1 and 2 in (8.38).
Proof. The proof is provided in Appendix E.4.

8.3 Conclusions

In this chapter, achievable schemes were proposed for the GSIC with limited-rate transmitter cooperation and secrecy constraints at the receivers. The achievable scheme used a combination of cooperative encoding scheme and stochastic encoding along with dummy message transmission. However, in the high interference regime, it was possible to ensure secrecy for the non-cooperative part of the message with the help of dummy message transmission. In the next chapter, outer bounds on the secrecy rate for the GSIC with limited-rate transmitter cooperation are presented. The rates achieved by the schemes proposed in this chapter are compared with the outer bounds for different values of $C_G$ and in different interference regimes.
Chapter 9

Outer Bounds on the Secrecy Rate of the 2-User GSIC with Limited-rate Transmitter Cooperation

In the previous chapters, the achievable schemes for the SLDIC and GSIC were obtained, along with outer bounds for the SLDIC. In this chapter, using the intuitions gained from the deterministic model, outer bounds for the GSIC are derived. Before going into the details of the outer bounds, some of the past results on outer bounds for various communication models with secrecy constraints are discussed below.

In general, deriving outer bounds on the secrecy rate involves use of Fano’s inequality along with the secrecy constraints at receivers. The outer bounds and achievable schemes have given useful insights on the performance limits of the system for various communication models [6, 12, 36, 43]. In [12], the broadcast and IC with independent confidential messages are considered. For a special case of the IC, termed as the switch channel, the outer bound helps to establish the optimality of the proposed scheme.
In [6], outer bounds on the secrecy capacity of the wiretap channel with a helping interferer are given for both discrete memoryless and Gaussian channels. The outer bounds derived in [36] helps to establish the optimality of the cooperative encoding scheme for specific cases, in the case of 2-user IC with an external eavesdropper. In [43], a $K$-user Gaussian many-to-one IC is considered and nested-lattice code is used to obtain achievable secrecy sum-rate. It is shown that under specific cases, the gap between the outer bound and achievable secrecy sum rate is only a function of the number of users.

The effects of cooperation on secrecy has been studied under different system models in [38, 39, 73, 74]. In [73], the effects of user cooperation on the secrecy of multiple access channel with generalized feedback is analyzed and outer bounds on the achievable equivocation rates are obtained. Outer bounds on the rate-equivocation region are proposed using auxiliary random variables for cooperative relay broadcast channel in [74]. Also, outer bounds for relay-eavesdropper channel can be found in [38, 39].

In this chapter, three outer bounds are presented on the achievable secrecy rate in Theorems 20-22. The novelty in deriving these bounds lies in the way the outer bounds are extended from the deterministic case to the Gaussian case. The derived outer bounds are compared with achievable results derived in the previous chapter to illustrate the usefulness of these outer bounds.

### 9.1 GSIC: Outer bounds

In this section, the outer bounds on the secrecy rate for the GSIC with limited-rate transmitter cooperation are stated as Theorems 20-22. In the derivation of these outer bounds, the main difficulty lies in translating the ideas from the SLDIC to the Gaussian
The outer bound derived in Theorem 14 for the SLDIC partitions the encoded message into two parts: $x_{ia}^N$ (received at receiver $j$, $j \neq i$) and $x_{ib}^N$ (not received at receiver $j$, $j \neq i$). However, it is not possible to partition the message in this way for the Gaussian case. Hence, in the derivation of Theorem 20, $s_i^N = h_i x_i^N + z_j^N$ ($j \neq i$) is used as a proxy for $x_{ia}^N$. In this section, the following notation is used: $\text{SNR} \triangleq h_i^2 \frac{P}{\sigma^2}$, $\text{INR} \triangleq h_i^2 \frac{P}{\sigma^2}$ and $\rho \triangleq E[x_1 x_2]$.

**Theorem 20.** The symmetric rate of the 2-user GSIC with limited-rate transmitter cooperation and secrecy constraints at the receiver is upper bounded as follows:

$$R_s \leq \max_{0 \leq |\rho| \leq 1} \frac{1}{3} \left[ 2C_G + 0.5 \log \left( 1 + \text{SNR} + \text{INR} + 2\rho \sqrt{\text{SNR} \text{INR}} \right) + 0.5 \log \det \left( \Sigma_{y|s} \right) \right],$$

(9.1)

where $\Sigma_{y|s} = \Sigma_y - \Sigma_{y,s} \Sigma_s^{-1} \Sigma_{y,s'}$

$$\Sigma_y = \begin{bmatrix} 1 + \text{SNR} + \text{INR} + 2\rho \sqrt{\text{SNR} \text{INR}} & 2\rho \sqrt{\text{SNR} \text{INR}} + \rho (\text{SNR} + \text{INR}) \\ 2\rho \sqrt{\text{SNR} \text{INR}} + \rho (\text{SNR} + \text{INR}) & 1 + \text{SNR} + \text{INR} + 2\rho \sqrt{\text{SNR} \text{INR}} \end{bmatrix},$$

$$\Sigma_{y,s} = \begin{bmatrix} \sqrt{\text{SNR} \text{INR}} + \rho \text{INR} & \text{INR} + \rho \sqrt{\text{SNR} \text{INR}} \\ \text{INR} + \rho \sqrt{\text{SNR} \text{INR}} & \sqrt{\text{SNR} \text{INR}} + \rho \text{INR} \end{bmatrix},$$

and $\Sigma_s = \begin{bmatrix} 1 + \text{INR} & \rho \text{INR} \\ \rho \text{INR} & 1 + \text{INR} \end{bmatrix}$.

and $\det(\cdot)$ represents the determinant of a matrix.

**Proof.** The proof is provided in Appendix F.1. \(\square\)

The outer bound on the secrecy rate presented in the following theorem is based on the idea used in deriving outer bounds in Theorems 15 and 16 for case of the SLDIC. But, in the Gaussian setting, it is not possible to partition the encoded message as was done for the SLDIC. For example, in Theorem 15, a part of the output at receiver 2
which does not contain the signal sent by transmitter 1 is provided as side information to receiver 1. Hence, the approach used in the derivation of the outer bound in the case of the SLDIC cannot be directly used for the Gaussian case. To overcome this problem, for the Gaussian case, first $x_2^N$ is provided as side information to receiver 1; this eliminates the interference caused by transmitter 2. Then, the receiver 1 is provided with $y_2^N$ as side-information. The outer bound on the symmetric secrecy rate is stated in the following theorem.

**Theorem 21.** The symmetric rate of the 2-user GSIC with limited-rate transmitter cooperation and secrecy constraints at the receiver is upper bounded as follows:

$$R_s \leq \max_{0 \leq |\rho| \leq 1} \left[ 2C_G + 0.5 \log \left( 1 + \frac{\text{SNR} + \text{SNR}^2 (1 - \rho^2)}{1 + \text{SNR} + \text{INR} + 2\rho \sqrt{\text{SNR \text{INR}}}} \right) \right]. \quad (9.2)$$

*Proof.* The proof is provided in Appendix F.2.

The outer bound presented in the following theorem is similar to the outer bound presented in Theorem 17 in the case of the SLDIC. This kind of outer bound exists in the literature (see, for example, [23]), but for the sake of completeness, it is presented in the following theorem. Unlike the results in Theorems 20 and 21, this outer bound does not depend on the capacity of the cooperative link.

**Theorem 22.** The symmetric rate of the 2-user GSIC with limited-rate transmitter cooperation and secrecy constraints at the receiver is upper bounded as follows:

$$R_s \leq \max_{0 \leq |\rho| \leq 1} \left[ 0.5 \log \left( 1 + \text{SNR} + \text{INR} + 2\rho \sqrt{\text{SNR \text{INR}}} - \frac{(2\sqrt{\text{SNR \text{INR}}} + \rho (\text{SNR} + \text{INR}))^2}{1 + \text{SNR} + \text{INR} + 2\rho \sqrt{\text{SNR \text{INR}}}} \right) \right]. \quad (9.3)$$

*Proof.* The proof is provided in Appendix F.3.
Figure 9.1: Comparison of different outer bounds on the achievable secrecy rate for the GSIC with $P = 100$ and $h_d = 1$.

9.1.1 Relation between the outer bounds for SLDIC and GSIC

In the following, it is shown that at high SNR and INR, the outer bounds developed for the Gaussian case (Theorems 20 and 21) are approximately equal to the outer bounds for the SLDIC, when $C = 0$. In Fig. 9.1, the outer bounds on the achievable secrecy rate in Theorems 20-22 are compared as a function of $\alpha$, for $C_G = 0$ and $C_G = 1$, when $P = 100$ and $h_d = 1$.

In the following, for ease of presentation, it is assumed that $\log\text{SNR}$ and $\log\text{INR}$ are integers. Recall that, the parameters $m$ and $n$ of the SLDIC are related to the GSIC as $m = ([0.5 \log \text{SNR}]^+]$ and $n = ([0.5 \log \text{INR}]^+]$, respectively.

\[1\text{When } C \neq 0, \text{ from Fig. 9.1, it appears that the approximate equivalence of the bounds for the GSIC and SLDIC will still hold.}\]
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Outer bound in Theorem 20

Consider the following bound in the proof of Theorem 20, when $C = 0$:

$$N[R_1 + 2R_2] \leq h(y_1^N) + h(y_1^N, y_2^N | \tilde{s}_1^N, \tilde{s}_2^N) - h(\tilde{z}_1^N) - h(\tilde{z}_2^N) - h(z_1^N) + N\epsilon'', \quad (9.4)$$

or $R_1 + 2R_2 \leq 0.5 \left[ \log(1 + SNR + INR) + 2 \log \left( 1 + \frac{SNR + INR}{1 + INR} \right) \right]$, 

$$\approx 0.5 \left[ \log(SNR + INR) + 2 \log(SNR + INR) - 2 \log(INR) \right], \quad (9.5)$$

where the last equation is obtained for high SNR and INR. Using the above mentioned definitions of $m$ and $n$, (9.5) reduces to:

$$R_s \leq \begin{cases} \frac{1}{3} [3m - 2n] & \text{for } \alpha \leq 1 \\ \frac{n}{3} & \text{for } \alpha > 1. \end{cases} \quad (9.6)$$

The above is the same as the outer bound for the SLDIC in Theorem 14, when $C = 0$.

Outer bound in Theorem 21

When $C = 0$, the outer bound in Theorem 21 reduces to the following, in the high SNR and high INR regime:

$$R_s \leq 0.5 \log \left( 1 + \frac{SNR + SNR^2}{1 + SNR + INR} \right),$$

$$\approx 0.5 \left[ \log \left( INR + SNR^2 \right) - \log(SNR + INR) \right]. \quad (9.7)$$
Using the above mentioned definitions of \( m \) and \( n \), (9.7) reduces to:

\[
R_s \leq \begin{cases}
2m - n & \text{for } 1 < \alpha < 2 \\
0 & \text{for } \alpha \geq 2.
\end{cases}
\]  

(9.8)

The above is the same as the outer bound for the SLDIC in Theorem 15, when \( C = 0 \).

9.2 Discussion and numerical examples

9.2.1 Comparison with existing results

Some observations on how the bounds derived in this work stand in relation to existing works are as follows:

1. When \( C_G = 0 \), the system reduces to the 2-user GSIC without cooperation, which was studied in [12]. The achievable rate result in Theorem 18 and Corollary 2 reduce to the results reported in [12] in this case.

2. When \( C_G = 0 \), the achievable result in Theorem 19 reduces to the achievable result in [6, Theorem 3] for the high/very high interference regime (\( \alpha > 1 \)) for the wiretap channel with a helping interferer.

3. When the capacity of the cooperative links are sufficiently large, then the GSIC with transmitter cooperation reduces to a 2-user Gaussian MIMO broadcast channel (GMBC) with two antennas at transmitter and one antenna at each receiver. The achievable rate result in Corollaries 2 and 3 are found to be very close to the achievable rate result in [4, Theorem 1] for the GMBC, as shown in Fig. 9.2.

4. The proposed outer bounds for the GSIC with limited rate transmitter cooperation in Theorems 20-22 are compared with existing outer bounds for the GSIC with
Figure 9.2: Achievable secrecy rate for the GSIC with $C_G$ sufficiently large, and the capacity of the GMBC with two transmit antennas and one receive antenna at each receiver [4]. For the GSIC and GMBC the individual power constraints at each transmitter are $P = 100$ and $P = 200$, respectively. The channel gain to the intended receivers in the case of the GSIC and GMBC: $h_d = 1$.

In the following section, some numerical examples are considered for the Gaussian cases, to get insights into the bounds for different values of $C_G$, over different interference regimes.
9.2.2 Numerical examples in the case of the GSIC

In Fig. 9.4, the achievable result in Corollary 2 in Chapter 8 is plotted against $\alpha$, for different values of $C_G$, with two types of power allocations. In the first case, no power is allotted for transmitting the dummy message. The power allocations for the non-cooperative private message and cooperative private message are discussed below. For the SLDIC, in the weak and moderate interference regimes, the data bits transmitted on the lower levels $[1 : m-n]$ will not be received at the unintended receiver. For the GSIC,
this corresponds to transmitting the non-cooperative private message such that it is received at the noise floor of the unintended receiver. In the existing literature, this type of power allocation has been used for the private message\(^2\) in the Han-Kobayashi (HK)-scheme [8], and hence, this special case is termed as HKPA (HK-type power allocation) scheme in this chapter. The remaining power is allotted for transmitting the cooperative private message. In the second case, the achievable result in Corollary 2, which involves transmission of a dummy message, is plotted. When \(C_G = 0\) and \(\alpha > 0.4\), the scheme in Corollary 2 outperforms the HKPA scheme. The gain in the achievable rate largely arises from the transmission of the dummy message. When \(C_G = 1\), the gap between the two schemes decreases, except for the initial part of the weak interference regime.

In Fig. 9.5, the achievable symmetric secrecy rate in Corollaries 2 and 3 are plotted against \(\alpha\), for \(C_G = 0\) and \(P = 100\). Also plotted is the outer bound on the symmetric rate in the case of GSIC without the secrecy constraint at receiver [20]. While plotting the outer bound with secrecy constraint, the minimum of the outer bounds derived in this work and outer bounds in [5, 6, 20] is taken for the \(C_G = 0\) case. When \((0 \leq \alpha \leq 1)\), the achievable secrecy rate decreases with increase in the value \(\alpha\). At \(\alpha = 1\), the achievable secrecy rate becomes zero. But, with further increase in the value of \(\alpha\), it remains an increasing function of \(\alpha\) till around \(\alpha = 1.5\), after which the achievable secrecy rate starts to decrease with \(\alpha\). This is due to the fact that the rate of the dummy message sent by one of the users, say user \(j\), is chosen such that it can be decoded and subtracted from the received signal at the receiver \(i\) \((i \neq j)\), but the other receiver \(j\) is not able to decode the dummy message. As the value of \(\alpha\) increases beyond 1.5, the

\(^2\)In [8], there is no secrecy constraint at the receiver and the terminology private arises due to the fact that this part of the message is not required to be decodable at the unintended receiver.
dummy message does not help much in ensuring secrecy of the non-cooperate private message at receiver $j$. Also, there is a positive penalty in the achievable rate due to the secrecy constraint at receivers (compared to the rate achievable without the secrecy constraints), except in the weak interference regime.

In Fig. 9.6, the achievable symmetric secrecy rate is plotted against $\alpha$ for $P = 100$ and $C_G = 1$, along with the outer bounds. For plotting the outer bound with secrecy constraints, the minimum of the outer bounds derived in this work and the outer bound in [20] is used. When $\alpha > 1$, the achievable secrecy rate initially increases, and later
decreases with $\alpha$. Finally, the achievable secrecy rate saturates when $(\alpha \geq 2)$, and this is due to the fact that it is no longer possible to transmit any non-cooperative private message and the gain in the achievable secrecy rate as compared to $C_G = 0$ case is due to cooperation only. Hence, when $C_G > 0$, the proposed scheme achieves nonzero secrecy rate in all the interference regimes except for the $\alpha = 1$ case. Hence, as the value of $C_G$ increases, it is required to assign lower powers for transmitting the dummy message and the non-cooperative private message. By assigning lower power to the non-cooperative private message, the penalty in the achievable secrecy rate due to stochastic encoding also decreases. In the following example, no power is allocated for transmitting the non-cooperative private message and the dummy message.

In Fig. 9.7, the achievable symmetric secrecy rate is plotted against $\alpha$ for $P = 100$ and $C_G = 10$, along with the outer bounds. Here, the achievable secrecy rate and outer bounds are very close to each other. In this case, both the users transmit cooperative private messages only.

### 9.2.3 Further remarks

1. In the Gaussian case, there is a gap between the inner bound and outer bound. In the Gaussian case, it was not possible to send the non-cooperative private message directly as in the case of SLDIC, and some part of the rate is sacrificed in confusing the unintended receiver.

2. In contrast to the deterministic case, only one of the users transmits dummy information in the Gaussian case. The transmission of dummy information helps to improve the achievable secrecy rate as compared to the case where no dummy
information is sent.

3. When $1 < \alpha < 2$ and $C_G = 0$, it is not possible to ensure secrecy without transmission of dummy information in the case of GSIC.

4. In all the interference regimes, the proposed scheme always achieves nonzero secrecy rate with cooperation (i.e., $C_G > 0$) in the case of GSIC, except for the $\alpha = 1$ case.

5. In the GSIC, when $C_G \approx \left[0.5 \log (1 + h_c^2 P)\right]$, the achievable secrecy rate is very close to the outer bound (See Fig. 9.7).
Figure 9.6: Secrecy rate in the case of the GSIC with $P = 100$ and $C_G = 1$.

9.3 Conclusions

In this chapter, the outer bounds on the achievable secrecy rate were presented for the GSIC with limited-rate transmitter cooperation and secrecy constraints at receivers. The outer bounds were compared with the achievable results derived in the previous chapter, which gave interesting insights into the performance limits of the system. It was found that when $C_G \approx \lceil 0.5 \log (1 + h_2^2 P) \rceil$, the achievable secrecy rate is very close to the outer bound. Also, it was observed that, with cooperation, a nonzero secrecy rate can be achieved in almost all cases, except for the $\alpha = 1$ case. These results demonstrate
that having a secure communication link in a network can significantly improve the achievable secrecy rate.
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Conclusions and Future Work

In this thesis, the IC was studied under different settings with and without secrecy constraints, from an information theoretic perspective. The main contributions of this thesis are summarized below.

10.1 Summary of contributions

Chapter 2 proposed an inner bound on the achievable GDOF for the $K$-user MIMO GSIC, where each transmitter and receiver had $M$ and $N$ antennas, respectively. Inner bounds on the GDOF were derived using a combination of ZF-receiving, treating interference as noise, IA and HK-scheme. The HK-scheme was extended to $K$-users as a function of $M$, $N$ and $\alpha$. The relative performance of these schemes were characterized from an achievable GDOF perspective, when $K > \frac{N}{M}$ ($\frac{N}{M}$ is an integer) and $K \geq \frac{N}{M} + 4$. Also, the interplay between the HK-scheme and IA was explored.

In Chapter 3, three outer bounds on the sum rate were derived for the $K$-user MIMO GIC. One of the bounds was derived using the notion of cooperation and providing side information, and the other two were based on providing carefully selected partial side
information at the receivers. The novelty of the derivation lies in the careful selection of
the side information, which results in the negative differential entropy terms containing
signal components canceling out from the sum rate bounds. The outer bounds were
simplified for the MIMO GSIC to obtain corresponding outer bounds on the GDOF as
a function of $K, M, N,$ and $\alpha$. The overall outer bound on the GDOF was obtained by
taking the minimum of the three bounds and the interference-free GDOF of $\min(M, N)$
per user.

In Chapter 4, the proposed achievable schemes in Chapter 2 were compared with the
outer bounds on the per user GDOF derived in the previous chapter. The comparison of
the bounds led to interesting insights on the performance limits of the multiuser MIMO
GIC and the relative efficacy of different techniques for interference management. For
example, it was found that when $M = N$, treating interference as noise performs as
well as the HK-scheme and outperforms both IA and ZF-receiving. However, when
$N > M$, treating interference as noise is always suboptimal. The maximum of the HK-
scheme and IA outperforms both treating interference as noise and ZF-receiving, for all
values of $K, M, N,$ and $\alpha$. When $\frac{N}{M} < K \leq \frac{N}{M} + 1$, the HK-scheme was found to be
GDOF optimal for all values of $\alpha$. Treating interference as noise was found to be GDOF
optimal in the weak interference case ($0 \leq \alpha \leq \frac{1}{2}$) when $M = N$ for any $K$.

Chapter 5 explored the construction of precoding and receive filtering matrices for
IA for constant or quasi-static MIMO channels with finite symbol extensions. A new
metric was proposed to measure the performance of IA algorithms, that captured the
possible loss in signal dimension while designing the precoders. Inspired by the metric,
two algorithms for finding the precoding and receive filtering matrices for IA were
proposed. The first algorithm for IA was based on aligning some of the interfering signal sub-streams at each receiver. Also, the necessary conditions for solution to exist was derived. As the first algorithm required global channel knowledge at each node, a distributed algorithm was proposed which required limited channel knowledge and also preserved the dimensionality of the desired signal at the intended receiver. It was shown that the algorithms outperform existing algorithms achieving IA using linear precoding at the transmitters.

In Chapters 2-5, the issue of ensuring security of individual messages arising due to the broadcast nature of the wireless medium was not taken into consideration. In the remaining chapters of the thesis, the 2-user IC with security constraints was considered, where individual messages need to be kept secret from the unintended receiver. Also, the transmitters were allowed to cooperate through a noiseless link of finite rate.

In Chapters 6-9, the role of limited-rate transmitter cooperation in facilitating secure communication over the 2-user IC was explored. In Chapter 6, novel achievable schemes were proposed for the 2-user SLDIC with transmitter cooperation. The achievable scheme used a combination of interference cancelation, random bits transmission, relaying of the other user’s data bits, and time sharing, depending on the values of \( \alpha \) and \( C \). Several useful insights were obtained from the proposed achievable schemes. For example, it was found that when \( \frac{2}{3} < \alpha < 1 \) and \( 1 < \alpha < 2 \), random bit transmission can enhance the achievable secrecy rate. However, when \( \alpha \geq 2 \) and \( C = 0 \), it was not possible to ensure secrecy. But, with cooperation (i.e., when \( C > 0 \)), it was possible to achieve a nonzero secrecy rate and the proposed scheme which involved sharing random bits, or data bits, or both, outperformed sharing only data bits through
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the cooperative links. Finally, when $0 < \alpha \leq \frac{1}{2}$, the achievable scheme was found to be optimal for all values of $C$.

Chapter 7 proposed novel outer bounds on the achievable secrecy rate for the 2-user SLDIC with transmitter cooperation. The derivation of the outer bounds was based on providing side information to receiver in a carefully chosen manner, the use of the secrecy constraints at the receivers, and partitioning of the encoded message/output. The outer bounds were compared with the achievable schemes obtained in the previous chapter. These bounds gave useful insights on the performance limits of the system under security constraints. For example, it was observed that, there is a nonzero loss in the achievable rate relative to the capacity without the secrecy constraint when $C < n$, except when $0 \leq \alpha \leq \frac{1}{2}$. Also, the derived outer bounds helped to establish that sharing random bits through the cooperative link can achieve the optimal rate when $\alpha \geq 2$ and $(0 < C \leq \lceil \frac{n}{2} \rceil)$.

In Chapter 8, achievable schemes were proposed for the GSIC with limited-rate transmitter cooperation and secrecy constraints at receivers, using the intuitions obtained from study of SLDIC in Chapter 6. The achievable scheme used a combination of stochastic encoding and cooperative encoding scheme, along with dummy information transmission. The achievable scheme for the high interference regime required the dummy information sent by one of the users to be decodable at the other receiver, in contrast to the achievable scheme for the weak/moderate interference regime.

In Chapter 9, the outer bounds on the achievable secrecy rate were presented for the GSIC with limited-rate transmitter cooperation and secrecy constraints at receivers. The novelty in deriving these bounds was in the translation of the ideas obtained from the
deterministic case to the Gaussian case. The outer bounds were compared with the achievable results derived in the previous chapter, which gave useful insights on the performance limits of the system. It was found that when \( C_G \approx \lceil 0.5 \log (1 + h_c^2 P) \rceil \), the achievable secrecy rate is very close to the outer bound. Also, it was observed that, with cooperation, a nonzero secrecy rate can be achieved in almost all cases, except for the \( \alpha = 1 \) case.

### 10.2 Future work

Future work could study the following issues:

1. The achievable results and outer bounds on GDOF in Chapter 2 and 3, respectively, assume knowledge of global CSI at transmitters and receivers. It will be interesting to conduct more detailed analysis on the effect of imperfect or outdated CSI on the achievable GDOF or the outer bound on the GDOF for \( K \)-user MIMO GIC. Some initial results related to this can be found in [78, 79].

2. In Chapter 6-9, it is assumed that transmitters trust each other completely and they do not deviate from the agreed-upon scheme. When there is lack of trust between the transmitters, it would be pertinent to analyze the IC under a robust notion of secrecy, where user \( i \) must preserve its secrecy even when user \( j \) (\( j \neq i \)) deviates from the agreed-upon scheme.

3. Also, studying the IC channel with rate-limited transmitter or receiver cooperation in the presence of an external eavesdroppers from an information theoretic view is an interesting direction for future work.
Appendix A

Appendix for Chapter 2

A.1 Proof of Theorem 2

When interference is treated as noise, the rate achieved by user $j$ for the MIMO GSIC is bounded as

$$R_j \geq \log \left| I_N + \rho H_{jj} P_j H_{jj}^H + \rho^\alpha \sum_{i=1, i \neq j}^K H_{ji} P_i H_{ji}^H \right| - \log \left| I_N + \rho^\alpha \sum_{i=1, i \neq j}^K H_{ji} P_i H_{ji}^H \right|,$$

$$= \left[ r + \min \left\{ r', N - r \right\} \alpha - \alpha r' \right] \log \rho + O(1), \quad (A.1)$$

where $r \triangleq \text{rank}(H_{jj} P_j H_{jj}^H)$ and $r' \triangleq \text{rank}(\sum_{i=1, i \neq j}^K H_{ji} P_i H_{ji}^H)$. The last equation is obtained using Lemma 4 in [42]. As the input covariance matrix $P_i$ is full rank, (A.1) becomes:

$$R_j \geq [M + \min \{ \min \{(K-1)M, N\}, N-M\} \alpha - \min \{(K-1)M, N\} \alpha] \log \rho + O(1). \quad (A.2)$$

When $\frac{N}{M} < K \leq \frac{N}{M} + 1$, $N - M \leq (K - 1)M \leq N$, and hence, (A.2) becomes

$$R_j \geq [M + (N-M)\alpha - (K-1)M\alpha] \log \rho + O(1). \quad (A.3)$$
Thus, the per user GDOF that can be achieved in this case is

\[ d(\alpha) \geq M + (N - KM)\alpha. \]  \hspace{1cm} (A.4)

When \( K > \frac{N}{M} + 1 \), \( \min \{(K - 1)M, N\} = N \), and hence, (A.2) becomes

\[ R_j \geq [M + \min \{N, N - M\} \alpha - N\alpha] \log \rho + O(1). \] \hspace{1cm} (A.5)

The achievable per user GDOF in this case is \( d(\alpha) \geq M(1 - \alpha) \). Combining this with (A.4) results in Theorem 2.

\section*{A.2 Proof of Theorem 3}

Due to the symmetry of the problem, it is sufficient to derive the GDOF achieved by any particular user, say user 1. Consider a user subset \( S \subseteq \{2, \ldots, K\} \), and let \( S' \triangleq S \cup \{1\} \), i.e., \( S \) is a subset of users excluding user 1, while \( S' \) always includes user 1. The number of users in the set \( S \) is denoted by \( |S| \leq K - 1 \) and number of users in \( S' \) is \( |S| + 1 \). The following two cases are considered.

\begin{itemize}
  \item \textbf{When} \( \left( \frac{N}{M} < K \leq \frac{N}{M} + 1 \right) \)
  
  Now, using the MAC channel formed at the receiver of user 1 with the signals from the user set \( S \), the achievable sum rate is bounded as:

  \[ \sum_{j \in S} R_j \leq \log |I_N + \rho^\alpha \sum_{j \in S} H_{1j} P_j H_{1j}^H| = \min \{|S|M, N\} \alpha \log \rho + O(1), \]

  or \( R_j \leq M \alpha \log \rho + O(1) \). \hspace{1cm} (A.6)
\end{itemize}
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To get the last equation above, note that $|S|_{\text{max}} = K - 1$. Since $\frac{N}{M} < K \leq \frac{N}{M} + 1$, this implies $\min \{ |S|M, N \} = |S|M$. Similarly, using the MAC channel formed at the receiver of user 1 with signals from the user set $S'$, the achievable sum rate is bounded as:

$$\sum_{j \in S'} R_j \leq \log |I_N + \rho H_{11} P_j H_{11}^H + \rho^\alpha \sum_{j \in S} H_{1j} P_j H_{1j}^H|,$$

$$= [ |S|M \alpha + \min \{ M, N - |S|M \} ] \log \rho + \mathcal{O}(1). \quad (A.7)$$

Again, Lemma 4 in [42] is used to obtain the last equation above.

Now, when $\min \{ M, N - |S|M \} = N - |S|M$, since $K \leq \frac{N}{M} + 1$, the condition becomes $\frac{N}{M} \leq 1 + |S| \leq \frac{N}{M} + 1$ and (A.7) reduces to the following form:

$$R_j \leq \frac{|S|M(\alpha - 1) + N}{1 + |S|} \log \rho + \mathcal{O}(1). \quad (A.8)$$

The right hand side above is minimized when $|S| = |S|_{\text{max}} = K - 1$; and recall that $K \leq \frac{N}{M} + 1$. Hence, (A.8) becomes

$$R_j \leq \frac{(K - 1)M(\alpha - 1) + N}{K} \log \rho + \mathcal{O}(1). \quad (A.9)$$

When $\min \{ M, N - |S|M \} = M, 1 + |S| \leq \frac{N}{M}$, and (A.7) becomes:

$$R_j \leq \frac{|S|\alpha + 1}{|S| + 1} M \log \rho + \mathcal{O}(1). \quad (A.10)$$

The term in the right hand side of the above equation is minimized when $|S| = 0$ and
this results in following equation:

\[ R_j \leq M \log \rho + O(1). \]  \hspace{1cm} (A.11)

The achievable rate is obtained by taking the minimum of (A.6), (A.9) and (A.11). It can be observed that (A.6) becomes superfluous given (A.11). Finally, taking the minimum of (A.9) and (A.11) results in case 1 of Theorem 3.

When \((K > \frac{N}{M} + 1)\)

Now, using the MAC channel formed at the receiver of user 1 with the signals from the user set \(S\), the achievable sum rate is bounded as:

\[ \sum_{j \in S} R_j \leq \log |\mathbf{I}_N + \rho^\alpha \sum_{j \in S} \mathbf{H}_{1j} \mathbf{P}_j \mathbf{H}_{1j}^H| = \min \{|S|M, N\} \alpha \log \rho + O(1). \]  \hspace{1cm} (A.12)

If \(\min \{|S|M, N\} = |S|M\), then the above equation simplifies to:

\[ R_j \leq M\alpha \log \rho + O(1). \]  \hspace{1cm} (A.13)

If \(\min \{|S|M, N\} = N\), then (A.12) simplifies to:

\[ R_j \leq \frac{N\alpha}{|S|} \log \rho + O(1), \text{ where } |S| \leq K - 1. \]  \hspace{1cm} (A.14)
Similarly, using the MAC channel formed at the receiver of user $1$ with the signals from the user set $S'$, the achievable sum rate is bounded as:

$$
\sum_{j \in S'} R_j \leq \log |I_N + \rho H_{11} P_1 H_{11}^H + \rho^\alpha \sum_{j \in S} H_{1j} P_j H_{1j}^H|,
$$

$$
= \left[ \min\{|S|M, N\} \alpha + \min\{M, N - \min(|S|M, N)\} \right] \log \rho + \mathcal{O}(1). \quad (A.15)
$$

Again, Lemma 4 in [42] is used to obtain the last equation above. The above equation is simplified under the following cases.

Case a): When $\min\{|S|M, N\} = |S|M$, (A.15) becomes:

$$
\sum_{j \in S'} R_j \leq |S|M \alpha \log \rho + \min\{M, N - |S|M\} \log \rho + \mathcal{O}(1), \quad (A.16)
$$

When $\min\{M, N - |S|M\} = N - |S|M$, then it results in the condition $\frac{N}{M} - 1 \leq |S| \leq \frac{N}{M}$ and (A.16) becomes:

$$
R_j \leq \frac{|S|M(\alpha - 1) + N}{1 + |S|} \log \rho + \mathcal{O}(1). \quad (A.17)
$$

The value of $|S|$ which minimizes the RHS of the above equation is discussed in the later part of the proof. When $\min\{M, N - |S|M\} = M$, it results in the condition $|S| \leq \frac{N}{M} - 1 < \frac{N}{M}$ and (A.16) becomes

$$
R_j \leq \frac{|S|\alpha + 1}{|S| + 1} M \log \rho + \mathcal{O}(1). \quad (A.18)
$$

The right hand side in the above equation is minimized when $|S| = 0$. This results in

$$
R_j \leq M \log \rho + \mathcal{O}(1). \quad (A.19)
$$
Case b: When \( \min \{|S|, M, N\} = N \), (A.15) reduces to:

\[
R_j \leq \frac{N\alpha}{|S| + 1} \log \rho + \mathcal{O}(1),
\]  
(A.20)

Above equation is minimized when \( |S| = K - 1 \) and (A.20) becomes:

\[
R_j \leq \frac{N\alpha}{K} \log \rho + \mathcal{O}(1).
\]  
(A.21)

Finally, taking minimum of (A.13), (A.14), (A.17), (A.19) and (A.21) the achievable GDOF is obtained as follows. Given (A.19), the equation in (A.13) becomes superfluous as \( \alpha > 1 \). Similarly, given (A.21), the equation in (A.14) is redundant. Also, (A.17) is redundant given (A.19) and (A.21) as explained below, when \( \frac{N}{M} \) is an integer. There are two possible values of \( |S| \) which satisfies the condition: \( \frac{N}{M} - 1 \leq |S| \leq \frac{N}{M} \). When \( |S| = \frac{N}{M} - 1 \), (A.17) reduces to following form:

\[
R_j \leq \frac{(\frac{N}{M} - 1) M(\alpha - 1) + N}{\frac{N}{M}} \log \rho + \mathcal{O}(1).
\]  
(A.22)

It is not difficult to observe that given (A.19), (A.22) is redundant. When \( |S| = \frac{N}{M} \), (A.17) becomes

\[
R_j \leq \frac{N\alpha}{\frac{N}{M} + 1} \log \rho + \mathcal{O}(1).
\]  
(A.23)

As \( K > \frac{N}{M} + 1 \), given (A.21), the rate in (A.23) becomes superfluous. When \( \frac{N}{M} \) is not an integer, then with some algebraic manipulations, it can be shown that (A.17) is redundant given (A.21). Finally by taking minimum of (A.19) and (A.21) results in the second case of Theorem 3. This completes the proof.
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A.3 Proof of Theorem 4

First, the rate obtained due to the private part of the message is obtained. As the private message is decoded last, the rate of the private message is obtained by treating all remaining users’ private messages as noise. Due to symmetry of the problem, it is sufficient to consider only one particular user. The rate achieved by the private part is

\[
R_{p,j} \leq \log \left| I_N + \left( I_N + \sum_{j=1, j \neq i}^{K} H_{ji} P_i H_{ji}^H \right)^{-1} \rho^{1-\alpha} H_{jj} P_j H_{jj}^H \right|,
\]

\[
= M(1 - \alpha) \log \rho + O(1). \tag{A.24}
\]

For obtaining the rate due to the common part of the message, the following two cases are considered. In both the cases, different subsets of users are considered, as in Appendix A.2. Consider the set \( S' \subseteq \{1, 2, \ldots, K\} \), where user 1 is always included in the subset. Since common messages need to be decodable at every receiver, user 1 should be able to decode the other users’ common messages as well as its own common message. While decoding the common message, it should treat all other users’ private messages as well as its own private message as noise.

**When** \( \frac{N}{M} < K \leq \frac{N}{M} + 1 \)

The common messages form a MAC channel at Receiver 1. The achievable rate due to the signals from \( S' \) is:

\[
\sum_{j \in S'} R_{c,j} \leq \log \left| I_N + \left( I_N + \sum_{j \in S} H_{1j} P_j H_{1j}^H + \rho^{(1-\alpha)} H_{11} P_1 H_{11}^H \right)^{-1} \sum_{j \in S'} P_{c,j} H_{1j} P_j H_{1j}^H \right|. \tag{A.25}
\]
Here, $P_{c,j} \triangleq \rho^α - 1$ when $j \neq 1$ and $P_{c,j} \triangleq \rho - \rho^{(1-α)}$ when $j = 1$. Now, (A.25) becomes:

$$
\sum_{j \in S'} R_{c,j} \leq \log |I_N + \sum_{j \in S} H_{1j}P_jH_{1j}^H + \rho^{(1-α)}H_{11}P_1H_{11}^H + (\rho - \rho^{(1-α)})H_{11}P_1H_{11}^H \\
+ (\rho^α - 1)\sum_{j \in S} H_{1j}P_jH_{1j}^H - \log |I_N + \rho^{(1-α)}H_{11}P_1H_{11}^H|,
$$

$$
= \log |I_N + \rho H_{11}P_1H_{11}^H + \rho^α\sum_{j \in S} H_{1j}P_jH_{1j}^H| - \log |I_N + \rho^{(1-α)}H_{11}P_1H_{11}^H| + O(1),
$$

$$
= [Mα + \min \{|S|M, N - M\} α]\log ρ + O(1).
$$

Equation (A.26) is obtained using Lemma 4 in [42] and $|S|M \leq (K - 1)M \leq N$. The above equation is simplified under the following cases.

**Case a:** When $\min \{|S|M, N - M\} = N - M$, we have $N \leq (1 + |S|)M$. Since $\frac{N}{M} < K \leq \frac{N}{M} + 1$ and $|S| \leq K - 1$, the inequality can only be satisfied for $|S| = K - 1$, and hence (A.26) becomes:

$$
R_{c,j} \leq \frac{Nα}{K} \log ρ + O(1).
$$

**Case b:** When $\min \{|S|M, N - M\} = |S|M$, we have $(1 + |S|)M \leq N$. This condition is satisfied when $|S| < K - 1$, and (A.26) simplifies to

$$
R_{c,j} \leq Mα \log ρ + O(1).
$$

Now consider the user subset $S \subseteq \{2, \ldots, K\}$. A MAC channel is formed at Receiver 1 due to the signals from users in $S$. The achievable sum rate in this case is:

$$
\sum_{j \in S} R_{c,j} \leq \log |I_N + (I_N + \sum_{j \in S} H_{1j}P_jH_{1j}^H + \rho^{(1-α)}H_{11}P_1H_{11}^H)^{-1}(\rho^α - 1)\sum_{j \in S} H_{1j}P_jH_{1j}^H|,
$$

$$
= [|S|Mα + \min \{M, N - |S|M\} (1 - α) - M(1 - α)]\log ρ + O(1),
$$

(A.29)
where, to obtain the last equation above, Lemma 4 in [42] and the inequality $\alpha \geq (1 - \alpha)$ was used. Equation (A.29) is simplified under the following cases:

**Case b(i):** When $\min \{M, N - |S|M\} = M - |S| M$, then $N - |S| M \leq M$. This condition is satisfied when $|S| = K - 1$, and (A.29) reduces to:

$$R_{c,j} \leq \frac{1}{K - 1} [M \{\alpha (2K - 1) - K\} + N(1 - \alpha)] \log \rho + O(1). \quad (A.30)$$

**Case b(ii):** When $\min \{M, N - |S|M\} = M$, it results in $(1 + |S|)M \leq N$. Under this condition, (A.29) reduces to

$$R_{c,j} \leq M\alpha \log \rho + O(1). \quad (A.31)$$

The achievable rate is obtained by taking the minimum of (A.27), (A.28), (A.30) and (A.31). As $N < KM$, (A.28) and (A.31) become superfluous given (A.27). The achievable GDOF by the common part of the message is thus given by

$$d_c(\alpha) \geq \min \left\{ \frac{N\alpha}{K}, \frac{1}{K - 1} [M \{\alpha (2K - 1) - K\} + N(1 - \alpha)] \right\}. \quad (A.32)$$

From (A.24), one obtains $d_p(\alpha) \geq M(1 - \alpha)$. Adding this and (A.32), the total GDOF achievable by the private part and the common part together is obtained, resulting in the first case of the right hand side in (2.9). This completes the proof for the first case of Theorem 4.
When \( K > \frac{N}{M} + 1 \)

The achievable rate due to the signals from \( S' \) is:

\[
\sum_{j \in S'} R_{c,j} \leq \log |I_N + \rho h_{1j} p_1 h_{1j}^H + \rho^\alpha \sum_{j \in S} h_{1j} p_j h_{1j}^H| - \log |I_N + \rho^{1-\alpha} h_{11} p_1 h_{11}^H| + O(1),
\]

\[
= [M + \min \{\min \{N, |S|M\}, N - M\} \alpha - M(1 - \alpha)] \log \rho + O(1). \tag{A.33}
\]

The above equation is obtained using Lemma 4 in [42]. It can be simplified under the following cases.

**Case a**: When \( \min \{N, |S|M\} = N \), then \( \frac{N}{M} \leq |S| \) and the maximum value of \( |S| \) which satisfies this condition is \( K - 1 \). Under this condition, (A.33) becomes:

\[
R_{c,j} \leq \frac{N\alpha}{K} \log \rho + O(1). \tag{A.34}
\]

**Case b**: When \( \min \{N, |S|M\} = |S|M \), then \( |S| \leq \frac{N}{M} \). Under this condition, (A.33) becomes:

\[
\sum_{j \in S'} R_{c,j} \leq M \log \rho + \min \{|S|M, N - M\} \alpha \log \rho - M(1 - \alpha) \log \rho + O(1). \tag{A.35}
\]

When \( \min \{|S|M, N - M\} = N - M \), then \( \frac{N}{M} \leq |S| + 1 \). The achievable rate becomes

\[
R_{c,j} \leq \frac{N\alpha}{1 + |S|} \log \rho + O(1). \tag{A.36}
\]

The above equation is minimized by taking largest integer value of \( |S| \) which satisfies the condition: \( \frac{N}{M} \leq |S| + 1 \leq \frac{N}{M} + 1 \).
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When \( \min \{ |S|M, N - M \} = |S|M \), then \( |S| < 1 + |S| \leq \frac{N}{M} \) and (A.35) becomes:

\[
R_{c,j} \leq M \alpha \log \rho + \mathcal{O}(1).
\] (A.37)

Now consider the user set \( S \subseteq \{2, 3, \ldots, K\} \). As this forms a MAC channel at receiver 1, from (A.29), the following rate equation is obtained:

\[
\sum_{j \in S} R_{c,j} \leq \log |I_N + \rho^\alpha \sum_{j \in S} H_{1j} P_j H_{1j}^H + \rho^{1-\alpha} H_{11} P_1 H_{11}^H| - \log |I_N + \rho^{1-\alpha} H_{11} P_1 H_{11}^H|,
\]

\[
= [\min \{N, |S|M\} \alpha + \min \{M, N - \min (N, |S|M)\} (1 - \alpha) - M(1 - \alpha)] \log \rho
\]

\[
+ \mathcal{O}(1),
\] (A.38)

where the above uses the fact that \( \alpha > 1 - \alpha \) in the moderate interference regime. The above equation is simplified under the following cases.

**Case a:** When \( \min \{N, |S|M\} = |S|M \), then \( |S| \leq \frac{N}{M} \). Under this condition, (A.38) becomes

\[
\sum_{j \in S} R_{c,j} \leq [|S|M \alpha + \min \{M, N - |S|M\} (1 - \alpha) - M(1 - \alpha)] \log \rho + \mathcal{O}(1).
\] (A.39)

Above equation is further simplified as follows. When \( \min \{M, N - |S|M\} = N - |S|M \), then \( \frac{N}{M} - 1 \leq |S| \leq \frac{N}{M} \) and (A.39) becomes:

\[
R_{c,j} \leq M(2\alpha - 1) \log \rho + \frac{(N - M)(1 - \alpha)}{|S|} \log \rho + \mathcal{O}(1).
\] (A.40)

The above equation is required to be minimized by taking largest possible integer value of \( |S| \), which also satisfies \( \frac{N}{M} - 1 \leq |S| \leq \frac{N}{M} \). To simplify the analysis, consider \( \frac{N}{M} \) is an integer. When \( \frac{N}{M} \) is not an integer, it is straightforward to see that the arguments to
follow remain valid, as $\lfloor \frac{N}{M} \rfloor < \frac{N}{M}$. Hence, (A.40) is minimized by taking $|S| = \frac{N}{M}$ and (A.40) becomes:

$$R_{c,j} \leq M(2\alpha - 1) \log \rho + \frac{(N-M)(1-\alpha)}{\frac{N}{M}} \log \rho + O(1). \quad (A.41)$$

When $\min\{M, N - |S|M\} = M$, then $|S| \leq \frac{N}{M} - 1 < \frac{N}{M}$ and (A.39) becomes:

$$R_{c,j} \leq M \alpha \log \rho + O(1). \quad (A.42)$$

**Case b:** When $\min\{N, |S|M\} = N$, then $\frac{N}{M} \leq |S|$. Under this condition, (A.38) becomes:

$$R_{c,j} \leq \frac{N\alpha - M(1-\alpha)}{|S|} \log \rho + O(1). \quad (A.43)$$

The above equation is minimized when $|S| = K - 1$ and (A.43) becomes:

$$R_{c,j} \leq \frac{N\alpha - M(1-\alpha)}{K-1} \log \rho + O(1). \quad (A.44)$$

The achievable rate by the common part when $K > \frac{N}{M} + 1$ of the message is obtained by taking minimum of (A.34), (A.36), (A.37), (A.41), (A.42) and (A.44). It can be observed that (A.37) and (A.42) are redundant given (A.34) as $N < KM$. As $K > \frac{N}{M} + 1$, (A.41) is redundant given (A.44). Also, (A.36) is redundant given (A.34). Now the achievable GDOF obtained by the common part of the message is:

$$d_c(\alpha) \geq \min \left\{ \frac{N\alpha}{K}, \frac{N\alpha - M(1-\alpha)}{K-1} \right\}. \quad (A.45)$$

From (A.24), one obtains $d_p(\alpha) \geq M(1-\alpha)$. Adding this and (A.45), the total GDOF achievable by the private part and the common part together is obtained, resulting in
the second case of the right hand side in (2.9). This completes the proof for the second case of Theorem 4.

**A.4 Proof of Theorem 5**

The GDOF achieved by the private part is the same as in the moderate interference case:

\[ d_p(\alpha) \geq M(1 - \alpha). \quad (A.46) \]

To obtain the rate for the common part of the message, the same procedure is followed as described in the moderate interference case. The following two cases are considered:

**When** \( \left( \frac{N}{M} < K \leq \frac{N}{M} + 1 \right) \)

In order to obtain the rate for the common part, consider the MAC channel formed at Receiver 1 due to the users in \( S \subseteq \{2, \ldots, K\} \). The sum rate constraint leads to

\[
\sum_{j \in S} R_{c,j} \leq \log |I_N + \rho^\alpha \sum_{j \in S} H_{1j} P_j H_{1j}^H + \rho^{(1-\alpha)} H_{11} P_1 H_{11}^H| - \log |I_N + \rho^{(1-\alpha)} H_{11} P_1 H_{11}^H|, \]

\[ = \min \{|S|, M, N - M\} \alpha \log \rho + O(1). \quad (A.47) \]

When \( \min \{|S|, M, N - M\} = N - M \), then \( N \leq (1 + |S|)M \). This implies \( |S| = K - 1 \), and (A.47) becomes:

\[ R_{c,j} \leq \frac{N - M}{K - 1} \alpha \log \rho + O(1). \quad (A.48) \]
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When $\min \{|S|, M, N - M\} = |S|M$, then $(1 + |S|)M \leq N$. This condition results when $|S| < K - 1$, and hence, (A.47) reduces to:

$$R_{c,j} \leq M\alpha \log \rho + \mathcal{O}(1).$$  \hspace{1cm} (A.49)

Now consider the user set $S' = S \cup \{1\}$, where user 1 is always included. The sum rate constraint for the common part of the message is given by:

$$\sum_{j \in S'} R_{c,j} \leq \log |I_N + \rho H_{11}P_1H_{11}^H| - \log |I_N + \rho^{(1-\alpha)}H_{11}P_1H_{11}^H| + \mathcal{O}(1),$$

$$= [M\alpha + \min \{\min \{N, |S|M\}, N - M\} \alpha] \log \rho + \mathcal{O}(1).$$  \hspace{1cm} (A.50)

As $K \leq \frac{N}{M} + 1$, we have $(K - 1)M \leq N$ or $|S|M \leq N$, and (A.50) further simplifies to

$$\sum_{j \in S'} R_{c,j} \leq [M\alpha + \min \{|S|M, N - M\} \alpha] \log \rho + \mathcal{O}(1).$$  \hspace{1cm} (A.51)

It can be seen that (A.26) and (A.51) are the same, and hence, the above can be simplified as in (A.26). When $\min \{|S|M, N - M\} = N - M$, (A.51) becomes

$$R_{c,j} \leq \frac{N\alpha}{K} \log \rho + \mathcal{O}(1).$$  \hspace{1cm} (A.52)

When $\min \{|S|M, N - M\} = |S|M$, (A.51) becomes

$$R_{c,j} \leq M\alpha \log \rho + \mathcal{O}(1).$$  \hspace{1cm} (A.53)

The rate achievable by the common part of the message is obtained by taking the minimum of (A.48), (A.49), (A.52) and (A.53). With some algebraic manipulation, it can be
shown that given (A.48), all the remaining equations become superfluous. The achievable GDOF due to the common part of the message is thus given by

\[ d_c(\alpha) \geq \frac{N - M}{K - 1} \alpha. \]  \hspace{1cm} (A.54)

The per user GDOF achievable in this case is obtained by adding (A.46) and (A.54), resulting in the expression given by (2.10).

**When \( K > \frac{N}{M} + 1 \)**

As in the previous case, first consider the MAC channel formed at Receiver 1, due to the users in \( S \subseteq \{2, \ldots, K\} \). The sum rate constraint in this case becomes:

\[ \sum_{j \in S} R_{c,j} \leq \min \{ \min \{ N, |S|M \}, N - M \} \alpha \log \rho + O(1). \]  \hspace{1cm} (A.55)

When \( \min \{ N, |S|M \} = N \), then \( N \leq |S|M \). Under this condition and for \( |S| = K - 1 \), (A.55) reduces to:

\[ R_{c,j} \leq \frac{N - M}{K - 1} \alpha \log \rho + O(1). \]  \hspace{1cm} (A.56)

When \( \min \{ N, |S|M \} = |S|M \), then \( |S| \leq \frac{N}{M} \), and (A.55) becomes:

\[ \sum_{j \in S} R_{c,j} \leq \min \{ |S|M, N - M \} \alpha \log \rho + O(1). \]  \hspace{1cm} (A.57)

When \( \min \{ |S|M, N - M \} = N - M \), then \( N \leq (1 + |S|)M \). Under this condition and for \( |S| = K - 1 \), (A.55) becomes

\[ R_{c,j} \leq \frac{N - M}{K - 1} \alpha \log \rho + O(1). \]  \hspace{1cm} (A.58)
When \( \min \{ |S|, M - N \} = |S| M \), then (1 + |S|)M ≤ N, and (A.55) becomes

\[
R_{c,j} \leq M \alpha \log \rho + O(1). \tag{A.59}
\]

Now consider the user set \( S' = S \cup \{1\} \), where user 1 is always included. By following the same procedure as in the previous case, the following equation similar to (A.50) is obtained

\[
\sum_{j \in S'} R_{c,j} \leq M \alpha \log \rho + \min \{ \min \{ N, |S| M \}, N - M \} \alpha \log \rho + O(1). \tag{A.60}
\]

When \( \min \{ N, |S| M \} = |S| M \), then following equation is obtained:

\[
\sum_{j \in S'} R_{c,j} \leq M \alpha \log \rho + \min \{ |S| M, N - M \} \alpha \log \rho + O(1). \tag{A.61}
\]

By using the same procedure as in the previous case, above equation is further simplified and the following rate constraints are obtained under the following conditions.

When \( \frac{N}{M} - 1 \leq |S| \leq \frac{N}{M} \), then (A.61) becomes

\[
R_{c,j} \leq \frac{N \alpha}{1 + |S|} \log \rho + O(1). \tag{A.62}
\]

The above equation is minimized when \( |S| = \frac{N}{M} \) (assume \( \frac{N}{M} \) is an integer) and (A.62) becomes:

\[
R_{c,j} \leq \frac{N \alpha}{1 + \frac{N}{M}} \log \rho + O(1). \tag{A.63}
\]
When \(|S| < 1 + |S| \leq \frac{N}{M}\), (A.61) reduces to:

\[ R_{c,j} \leq M\alpha \log \rho + \mathcal{O}(1). \tag{A.64} \]

When \(N - M \leq |S| M\), using \(|S| = K - 1\), (A.61) becomes

\[ R_{c,j} \leq \frac{N\alpha}{K} \log \rho + \mathcal{O}(1). \tag{A.65} \]

When \(\min\{N, |S|M\} = N\), then \(N \leq |S| M\). Under this condition, for \(|S| = K - 1\), (A.60) becomes

\[ R_{c,j} \leq \frac{N\alpha}{K} \log \rho + \mathcal{O}(1). \tag{A.66} \]

Finally, the achievable rate by common part of the message is obtained by taking minimum of (A.56), (A.58), (A.59), (A.63), (A.64), (A.65) and (A.66). Given (A.65), (A.63) becomes redundant as \(K > \frac{N}{M} + 1\). It is not difficult to see that the above results remain same, even if \(\frac{N}{M}\) is not an integer. Given (A.56) and (A.58), (A.59), (A.65) and (A.66) become redundant. Finally, the GDOF achievable by the common part of the message is:

\[ d_c(\alpha) \geq \frac{N - M}{K - 1} \alpha. \tag{A.67} \]

The per user GDOF achievable in this case is obtained by adding (A.46) and (A.67), resulting in the expression given by (2.10).
A.5 Proof of Theorem 6

Following two cases are considered.

**When** \((\frac{N}{M} < K \leq \frac{N}{M} + 1)\): In this case, the HK-scheme achieves the GDOF given by (2.6). The HK-scheme achieves the interference free GDOF provided

\[
\alpha \geq \frac{M(2K - 1) - N}{M(K - 1)}.
\]

(H.68)

Hence, (2.6) can also be expressed as (2.11) in the statement of the theorem. Comparing (2.11) with (2.4), it is easy to see that the HK-scheme outperforms ZF-receiving for all \(\alpha \geq 1\). The HK-scheme also outperforms treating interference as noise.

**When** \((K > \frac{N}{M} + 1)\): In this case, from Theorem 3, the HK-scheme achieves a per user GDOF given by (2.6). Comparing the HK-scheme with IA, it is easy to show that the former outperforms the latter for \(\alpha > \frac{KM}{N+M}\). Hence, we obtain (2.12) in the statement of the theorem. Also, the HK-scheme always outperforms ZF-receiving and treating interference as noise. This completes the proof.

A.6 Proof of Theorem 7

The following two cases are considered in this regime.

**When** \((\frac{N}{M} < K \leq \frac{N}{M} + 1)\): In this case, from Theorem 4, the per user GDOF achievable by the HK-scheme is

\[
d_{\text{HK}}(\alpha) = \begin{cases} 
  M(1 - \alpha) + \frac{1}{K-1}[M \{\alpha(2K - 1) - K\} + N(1 - \alpha)] & \text{for } \frac{1}{2} \leq \alpha \leq \frac{K}{2K-1} \\
  M(1 - \alpha) + \frac{Na}{K} & \text{for } \frac{K}{2K-1} \leq \alpha \leq 1.
\end{cases}
\]

(A.69)
It can be shown that the HK-scheme performs better than treating interference as noise and ZF-receiving, with their performance coinciding at $\alpha = 1$. In this case, IA is not applicable.

**When** \((K > \frac{N}{M} + 1)\): In this case, the HK-scheme as well as IA perform better than ZF-receiving and treating interference as noise and at $\alpha = 1$, the HK-scheme coincides with ZF-receiving. In this regime, the achievable per user GDOF in Theorem 4 simplifies to

\[
d_{HK}(\alpha) = \begin{cases} 
M(1 - \alpha) + \frac{N\alpha - M(1 - \alpha)}{K-1} & \text{for } \frac{1}{2} \leq \alpha \leq \frac{KM}{N+KM} \\
M(1 - \alpha) + \frac{N\alpha}{K} & \text{for } \frac{KM}{N+KM} < \alpha \leq 1.
\end{cases}
\quad \text{(A.70)}
\]

When $\frac{1}{2} \leq \alpha \leq \frac{KM}{N+KM}$, the HK-scheme outperforms IA for

\[
\alpha [N - M(K - 2)] \geq M \left[ \frac{N - M(K - 2)}{M + N} \right].
\quad \text{(A.71)}
\]

When $N - M(K - 2) \geq 0$, the following condition on $\alpha$ is obtained:

\[
\alpha \geq \frac{M}{M + N},
\quad \text{(A.72)}
\]

which is satisfied for all $\alpha$ in the moderate interference regime and hence the HK-scheme always performs better than IA.

When $N - M(K - 2) < 0$, then following condition is obtained:

\[
\alpha < \frac{M}{M + N} \leq \frac{1}{2}.
\quad \text{(A.73)}
\]

In this case, it is not possible to find an $\alpha$ which satisfies the above condition, and hence, IA always outperforms the HK-scheme.
When \( \frac{KM}{N+KM} < \alpha \leq 1 \), from (A.70), the HK-scheme outperforms IA when
\[
\alpha \leq \frac{KM^2}{(M+N)(KM-N)}.
\]  
(A.74)

From (A.72), (A.73) and (A.74), the following conditions are obtained.

1. When \( N - M(K - 2) \geq 0 \) i.e., \( K < 2 + \frac{N}{M} \), then we have following conditions:
   
   (a) When \( \frac{1}{2} \leq \alpha \leq \frac{KM}{N+KM} \), the HK-scheme performs better than IA and it achieves a per user GDOF of
   \[
d(\alpha) \geq M(1 - \alpha) + \frac{N\alpha - M(1 - \alpha)}{K - 1}.
   \]  
   (A.75)
   
   (b) When \( \frac{KM}{N+KM} < \alpha \leq \frac{KM^2}{(M+N)(KM-N)} \), the HK-scheme outperforms IA and achieves a per user GDOF of
   \[
d(\alpha) \geq M(1 - \alpha) + \frac{N\alpha}{K}.
   \]  
   (A.76)
   
   (c) When \( \frac{KM^2}{(M+N)(KM-N)} < \alpha \leq 1 \), IA performs the best and the following per user GDOF is achievable:
   \[
d(\alpha) \geq \frac{MN}{M+N}.
   \]  
   (A.77)

2. When \( N - M(K - 2) < 0 \), i.e., \( K > 2 + \frac{N}{M} \), IA performs better than the HK-scheme for \( \frac{1}{2} \leq \alpha \leq 1 \), and the following per user GDOF is achievable:
   \[
d(\alpha) \geq \frac{NM}{N+M}.
   \]  
   (A.78)

This completes the proof.
A.7 Proof of Theorem 8

When \( K > \frac{N}{M} + 1 \), from (2.10) and (2.5), it can be observed that the HK-scheme performs better than treating interference as noise. The per user GDOF achievable by the HK-scheme is

\[ d_{HK}(\alpha) = M + \frac{1}{K-1}(N - KM)\alpha. \]  

(A.79)

When \( \frac{N}{M} < K \leq \frac{N}{M} + 1 \), from (2.10) and (2.5), it can be observed that the HK-scheme again performs better than treating interference as noise in this case, since \( \frac{1}{K-1}(N - KM)\alpha > (N - KM)\alpha \). Now, the HK-scheme outperforms IA whenever

\[ \alpha > \frac{M^2}{M(N + M) - \frac{N^2 - M^2}{K-1}}. \]  

(A.80)

Since \( \alpha < \frac{1}{2} \), the right hand side is less than \( \frac{1}{2} \), which requires

\[ K > 2 + \frac{N}{M}. \]  

(A.81)

Thus, when \( K > 2 + \frac{N}{M} \) and (A.80) is satisfied, the HK-scheme performs better than IA.

Comparing the HK-scheme with ZF-receiving, it is easy to show that the HK-scheme outperforms ZF-receiving for \( \alpha \leq \frac{1}{2} \). The two schemes coincide at \( \alpha = \frac{1}{2} \), when \( K = 2 \).

To summarize, when \( K > 2 + \frac{N}{M} \), the per user GDOF that can be achieved in the weak interference regime is:

\[ d(\alpha) \geq \begin{cases} 
M(1 - \alpha) + \frac{1}{K-1}(N - M)\alpha & \text{for } 0 \leq \alpha \leq \frac{M^2}{M(N + M) - \frac{N^2 - M^2}{K-1}}, \\
\frac{NM}{N+M} & \text{for } \frac{M^2}{M(N + M) - \frac{N^2 - M^2}{K-1}} < \alpha \leq \frac{1}{2}.
\end{cases} \]  

(A.82)

When \( K \leq 2 + \frac{N}{M} \), the HK-scheme outperforms the other schemes and the per user
GDOF achievable by this scheme is as given in (2.10). This completes the proof.

A.8 Proof of Theorem 9

First, recall that the maximum of the achievable GDOF from the HK-scheme and IA outperforms the achievable GDOF from treating interference as noise or ZF-receiving for all values of $M$, $N$, $K$ and $\alpha$. Hence, the above result follows from carefully comparing the achievable GDOF from the HK-scheme and IA in the weak, moderate, and strong interference cases.

**Weak interference case** $(0 \leq \alpha \leq \frac{1}{2})$: Comparing the achievable GDOF using IA, given by (2.3), with that achievable using the HK-scheme, given by (2.10), it follows that the HK-scheme is active when

$$\alpha \leq \frac{(K - 1)}{(R + 1)(K - \frac{N}{M})}.$$  \hspace{1cm} (A.83)

When $R = 1$, since $\frac{N}{M} \geq 1$, it is clear that the right hand side above exceeds $\frac{1}{2}$. Hence, the HK-scheme is active throughout the weak interference case. When $R > 1$, the right hand side above is $\leq \frac{1}{2}$, provided

$$K \geq \frac{N}{M} + 2 \frac{N - 1}{R - 1}.$$  \hspace{1cm} (A.84)

Notice that, in the last term above, the denominator is the floor of the numerator. Hence, the ratio is bounded above by 2. Hence, for $K \geq \frac{N}{M} + 4$, the HK-scheme is active for the initial part of the weak interference case. IA is active in the later part of the weak interference case. This completes the proof in the weak interference case.

**Moderate interference case** $(\frac{1}{2} \leq \alpha \leq 1)$: Consider the achievable GDOF using the
HK-scheme given by (2.9) for $K > \frac{N}{M} + 1$. The expression can be equivalently written as

$$d(\alpha) \geq \begin{cases} M(1-\alpha) + \frac{Na+M(1-\alpha)}{K-1} & \text{for } \frac{1}{2} \leq \alpha < \frac{1}{1+\frac{N}{MK}} \\ M(1-\alpha) + \frac{Na}{K} & \text{for } \frac{1}{1+\frac{N}{MK}} \leq \alpha < 1. \end{cases} \quad (A.85)$$

Consider the first case above, i.e., when \( \frac{1}{2} \leq \alpha < \frac{1}{1+\frac{N}{MK}} \). It can be shown that the above achievable GDOF exceeds that achievable by IA, provided

$$\alpha \leq \frac{(K-1) - (R+1)}{(R+1)((K-1) - (\frac{N}{M} + 1))}. \quad (A.86)$$

Now, the right hand side above is smaller than \( \frac{1}{1+\frac{N}{MK}} \) when \( K \geq \frac{N}{M} + 2\frac{N}{RM} \), which is always satisfied when \( K \geq \frac{N}{M} + 4 \). When \( R = 1 \), it is immediate to see that the right hand side above exceeds \( \frac{1}{2} \), and hence, the HK-scheme is active for an initial portion of \( \frac{1}{2} \leq \alpha < \frac{1}{1+\frac{N}{MK}} \). When \( R > 1 \), the right hand side above is smaller than \( \frac{1}{2} \) and hence IA is active throughout this range of \( \alpha \), provided

$$K \geq \frac{N}{M} + 2\frac{N}{RM} - 1, \quad (A.87)$$

which is satisfied when \( K \geq \frac{N}{M} + 4 \).

Next, consider the second case above, i.e., when \( \frac{1}{1+\frac{N}{MK}} \leq \alpha < 1 \). In this case, the HK-scheme outperforms IA when

$$\alpha \leq \frac{1}{(R+1)(1-\frac{N}{MK})}. \quad (A.88)$$

When the right hand side above is \( \leq \frac{1}{1+\frac{N}{MK}} \), IA is active throughout this range of \( \alpha \). This leads to

$$K \geq \frac{N}{M} + 2\frac{N}{RM}, \quad (A.89)$$
which is satisfied when $K \geq \frac{N}{M} + 4$. This completes the proof in the moderate interference case.

**Strong interference case** ($\alpha \geq 1$): In this case, from (2.6), the achievable GDOF from the HK-scheme when $K \geq \frac{N}{M} + 4$ is given by

$$d(\alpha) \geq \begin{cases} \frac{N\alpha}{K} & \text{for } 1 \leq \alpha < \frac{MK}{N} \\ M & \text{for } \alpha \geq \frac{MK}{N}. \end{cases} \quad (A.90)$$

Comparing the above achievable GDOF using IA given by (2.3), one obtains

$$d(\alpha) \geq \begin{cases} \frac{RM}{K+1} & \text{for } 1 \leq \alpha \leq \frac{MK}{N(R+1)} \\ \frac{N\alpha}{K} & \text{for } \frac{MK}{N(R+1)} < \alpha \leq \frac{MK}{N} \\ M & \text{for } \alpha > \frac{MK}{N}. \end{cases} \quad (A.91)$$

The statements of the theorem are now easily obtained by consolidating the above results.
Appendix B

Appendix for Chapter 3

B.1 Proof of Theorem 10

Given the stated assumptions on user cooperation and the genie-provided side information, the system model becomes:

\[ \mathbf{y}_1 = \mathbf{H}_{11} \mathbf{x}_1 + \mathbf{H}_{12} \mathbf{x}_2 + \mathbf{z}_1, \quad \text{and} \quad \mathbf{y}_2 = \mathbf{H}_{22} \mathbf{x}_2 + \mathbf{z}_2, \]

(B.1)

where

\[ \mathbf{y}_1 \triangleq [y_1^T, \ldots, y_{L_1}^T]^T, \quad \mathbf{y}_2 \triangleq [y_{L_1+1}^T, \ldots, y_{L}^T]^T, \quad \mathbf{x}_1 \triangleq [x_1^T, \ldots, x_{L_1}^T]^T, \]

\[ \mathbf{x}_2 \triangleq [x_{L_1+1}^T, \ldots, x_{L}^T]^T, \quad \mathbf{z}_1 \triangleq [z_1^T, \ldots, z_{L_1}^T]^T, \quad \text{and} \quad \mathbf{z}_2 \triangleq [z_{L_1+1}^T, \ldots, z_{L}^T]^T. \]

Here, \( \mathbf{H}_{ij} \) are stacked channel matrices, as defined in the statement of the theorem. The above system model is equivalent to a 2-user MIMO Z-GIC with the two transmitters having \( L_1 M \) and \( L_2 M \) antennas and the two receivers having \( L_1 N \) and \( L_2 N \) antennas. The outer bound derived for this modified system is clearly an outer bound for the \( K \)-user MIMO GIC. By using Fano’s inequality, the sum rate of the modified system is
upper bounded as:

\[ n \sum_{i=1}^{L} R_i - n \epsilon_n \leq I(\mathbf{x}_1^n;\mathbf{y}_1^n) + I(\mathbf{x}_2^n;\mathbf{y}_2^n;\mathbf{s}^n), \]

or

\[ \sum_{i=1}^{L} R_i \leq h(\mathbf{y}_1^n) - h(\mathbf{z}_1) + h(\mathbf{y}_2^n\mid\mathbf{s}^n) - h(\mathbf{z}_2), \]  

where (a) is due to the genie giving side information to receiver 2 and where, \( \mathbf{s}^n \triangleq \mathbf{P}_{12}\mathbf{x}_2^n + \mathbf{z}_1^n \); and (b) follows from the Lemma 2 in [80]. In the above equation, the superscript * indicates that the inputs are i.i.d. Gaussian i.e., \( \mathbf{x}_1^n \sim CN(0,\mathbf{P}) \) and the quantities \( \mathbf{y}_1^n, \mathbf{y}_2^n \) and \( \mathbf{s}_n \) are the signals obtained due to Gaussian inputs, and \( h(\mathbf{z}_j) = L_j N \log(\pi e), j = 1, 2 \). Each term in (B.2) is simplified as follows:

\[ h(\mathbf{y}_1^n) = \log \left| \pi e \left( I_{L_1N} + \mathbf{P}_{11} \mathbf{P}_{11}^H + \mathbf{P}_{12} \mathbf{P}_{12}^H \right) \right|, \]  

\[ h(\mathbf{y}_2^n\mid\mathbf{s}) = \log \left( \pi e \Sigma_{\mathbf{y}_2^n\mid\mathbf{s}} \right), \]  

where

\[ \Sigma_{\mathbf{y}_2^n\mid\mathbf{s}} \triangleq \mathbf{E} [\mathbf{y}_2^n\mathbf{y}_2^n^H] - \mathbf{E} [\mathbf{y}_2^n\mathbf{s}^H] \mathbf{E} [\mathbf{s}s^H]^{-1} \mathbf{E} [\mathbf{s}^H\mathbf{y}_2^n], \]

\[ = I_{L_2N} + \mathbf{H}_{22}\mathbf{P}_{2}^{1/2} \left\{ I_{L_2M} + \mathbf{P}_{2}^{1/2} \mathbf{H}_{12}^H \mathbf{H}_{12} \mathbf{P}_{2}^{1/2} \right\}^{-1} \mathbf{P}_{2}^{1/2} \mathbf{H}_{22}^H. \]

In the above, (B.5) is obtained using the Woodbury matrix identity [81]. The conditional differential entropy in (B.4) thus reduces to:

\[ h(\mathbf{y}_2^n\mid\mathbf{s}) = \log \left| \pi e \left( I_{L_2N} + \mathbf{H}_{22}\mathbf{P}_{2}^{1/2} \left\{ I_{L_2M} + \mathbf{P}_{2}^{1/2} \mathbf{H}_{12}^H \mathbf{H}_{12} \mathbf{P}_{2}^{1/2} \right\}^{-1} \mathbf{P}_{2}^{1/2} \mathbf{H}_{22}^H \right) \right|. \]

From (B.3) and (B.6), the sum rate bound in (B.2) reduces to (3.2), which concludes the proof.
B.2 Proof of Lemma 1

In the symmetric case, with a slight abuse of notation, the system model in (B.1) reduces to

\[ y_1 = \sqrt{\rho} \bar{H}_{11} x_1 + \sqrt{\rho} \alpha \bar{H}_{12} x_2 + z_1, \quad \text{and} \quad y_2 = \sqrt{\rho} \bar{H}_{22} x_2 + z_2. \]  

(B.7)

Under the symmetric assumption, the sum rate in (3.2) in Theorem 10 is bounded as follows:

\[
\sum_{i=1}^{L} R_i \leq \log |I_{L2N} + \rho \bar{H}_{11} H_{11} + \rho \alpha \bar{H}_{12} H_{12}| + \log |I_{L2N} + \rho \bar{H}_{22} \{I_{L2M} + \rho \alpha \bar{H}_{12} H_{12}\}^{-1} H_{22}|. 
\]

(B.8)

Equation (B.8) is obtained using Lemma 6 in [82] and the fact that \( \log |\cdot| \) is monotonically increasing on the cone of positive definite matrices. Consider the following term in (B.8):

\[
I_{L2N} + \rho \bar{H}_{22} \{I_{L2M} + \rho \alpha \bar{H}_{12} H_{12}\}^{-1} H_{22} 
= I_{L2N} + \rho \bar{H}_{22} \{I_{L2M} + \rho \alpha \bar{U}_{12} \Sigma_{12} \bar{U}_{12}\}^{-1} H_{22},
\]

where \( \bar{H}_{22} \triangleq \bar{H}_{22} \bar{U}_{12}, \)

\[
= I_{L2N} + \rho \tilde{\bar{H}}_{22} (I_{r} + \rho \alpha \Sigma_{r})^{-1} \tilde{\bar{H}}_{22}^H, \quad \text{where} \quad \tilde{\bar{H}}_{22} \triangleq \bar{H}_{22} \bar{U}_{12}, 
\]

\[
= I_{L2N} + \rho \tilde{\bar{H}}_{22}^{(a)} (I_{r} + \rho \alpha \Sigma_{r})^{-1} \tilde{\bar{H}}_{22}^{(a)H} + \rho \tilde{\bar{H}}_{22}^{(b)} I_{L2M-r} \tilde{\bar{H}}_{22}^{(b)H}, \quad \text{(B.9)}
\]

where \( (a) \) is obtained by taking eigen value decomposition (EVD) of \( \bar{H}_{12}^H \bar{H}_{12}, \bar{U}_{12} \in \mathbb{C}^{L2M \times L2M}; \) in \( (b) \) \( \Sigma_{r} \) contains the nonzero singular values of \( \bar{H}_{12}^H \bar{H}_{12} \) and \( 0_{L2M-r} \) is a zero matrix of dimension \( (L2M - r) \times (L2M - r) \), where \( r \triangleq \min\{L2M, L1N\} \) and \( \tilde{\bar{H}}_{22} \)
is partitioned into two sub-matrices $\tilde{H}_{22}^{(a)}$ and $\tilde{H}_{22}^{(b)}$ of dimensions $L_2N \times r$ and $L_2N \times (L_2M - r)$, respectively. Substituting (B.9) in (B.8), one obtains the following outer bound on the sum rate:

$$
\sum_{i=1}^{L} R_i \leq \log |I_{L_1N} + \rho \tilde{H}_{11}^{(a)} \tilde{H}_{11}^H + \rho \tilde{H}_{12}^{(a)} \tilde{H}_{12}^H|
$$

$$
+ \log |I_{L_2N} + \rho^{1-\alpha} \tilde{H}_{22}^{(a)} \Sigma_r^{-1} \tilde{H}_{22}^{(a)H} + \rho \tilde{H}_{22}^{(b)} I_{L_2M-r} \tilde{H}_{22}^{(b)H} + O(1)|.
$$

(B.10)

The above bound holds at high SNR, and is further simplified depending on the values of $M$, $N$ and $\alpha$.

**Case 1** ($M \leq N$ and $0 \leq \alpha \leq 1$): Using Lemma 4 in [42], the outer bound in (B.10) becomes

$$
\sum_{i=1}^{L} R_i \leq [r_{11} + \min\{r_{12}, L_1N - r_{11}\} \alpha + r_{22}^{(b)} + \min\{r_{22}^{(a)}, L_2N - r_{22}^{(b)}\} (1 - \alpha)] \log \rho + O(1),
$$

(B.11)

where $r_{ij} \triangleq \text{rank}(H_{ij})$, $r_{22}^{(a)} \triangleq \text{rank}(\tilde{H}_{22}^{(a)})$ and $r_{22}^{(b)} \triangleq \text{rank}(\tilde{H}_{22}^{(b)})$. As the channel coefficients are drawn from a continuous distribution such as the Gaussian distribution, the channel matrices are full rank with probability one. Hence, the outer bound in (B.11) reduces to the following form:

$$
\sum_{i=1}^{L} R_i \leq [L_1M + \min\{r, L_1N - L_1M\} \alpha + L_r + \min\{r, L_2N - L_r\} (1 - \alpha)] \log \rho + O(1),
$$
where \( r \triangleq \min\{L_2M, L_1N\} \) and \( L_r \triangleq L_2M - r \). Hence, the sum GDOF of the \( L \) users is upper bounded as

\[
d_{i_1} + \ldots + d_{i_L} \leq L_1M + \min\{r, L_1(N - M)\} \alpha + L_r + \min\{r, L_2N - L_r\} (1 - \alpha).
\]

(B.12)

Note that \( L \) users can be chosen among \( K \)-users in \( \binom{K}{L} \) different ways, and any given user appears in \( \binom{K-1}{L-1} \) of these ways. By adding all inequalities like (B.12) and dividing by \( K \), the following upper bound on the per user GDOF is obtained:

\[
d(\alpha) \leq \frac{1}{L} \left[ L_1M + \min\{r, L_1(N - M)\} \alpha + L_r + \min\{r, L_2N - L_r\} (1 - \alpha) \right].
\]

(B.13)

Taking the minimum of (B.13) over all possible values of \( L_1 \) and \( L_2 \) results in Case 1 of Lemma 1.

Case 2 (\( M \leq N \) and \( \alpha > 1 \)): Hence, the outer bound in (B.10) is simplified to following form using Lemma 4 in [42]:

\[
\sum_{i=1}^{L} R_i \leq r \alpha \log \rho + \min\{L_1M, L_1N - r\} \log \rho + (L_2M - r) \log \rho + O(1).
\]

(B.14)

By following the same steps as in the previous case, the per user GDOF is upper bounded as given below:

\[
d(\alpha) \leq \frac{1}{L} \left[ r \alpha + \min\{L_1M, L_1N - r\} + (L_2M - r) \right].
\]

(B.15)

By taking minimum of (B.15) over all possible values of \( L_1 \) and \( L_2 \) results in Case 2 of Lemma 1.

Case 3 (\( M > N \) and \( 0 \leq \alpha \leq 1 \)): When \( M > N \) and \( 0 \leq \alpha \leq 1 \), the sum rate in (B.10)
reduces to following form by using Lemma 4 in [42]:

\[ \sum_{i=1}^{L} R_i \leq L_1 N \log \rho + \min \{ L_2 N, L_2 M - r \} \log \rho + \\
\min \{ \min \{ L_2 N, r \}, L_2 N - \min \{ L_2 N, L_2 M - r \} \} (1 - \alpha) \log \rho + O(1). \] (B.16)

Following the same steps as in Case 1, the per user GDOF is upper bounded as given below by using (B.16):

\[ d(\alpha) \leq \frac{1}{L} \left[ L_1 N + \min \{ L_2 N, L_2 M - r \} \right. \\
\left. + \min \{ \min \{ L_2 N, r \}, L_2 N - \min \{ L_2 N, L_2 M - r \} \} (1 - \alpha) \right]. \] (B.17)

By taking minimum of (B.17) over all possible values of $L_1$ and $L_2$ results in Case 3 of Lemma 1.

**Case 4** ($M > N$ and $\alpha \geq 1$):

Under this condition the outer bound in (B.10) is simplified to following form by using Lemma 4 in [42]:

\[ \sum_{i=1}^{L} R_i \leq r \alpha \log \rho + \min \{ L_1 N, L_1 N - r \} \log \rho + \min \{ L_2 N, L_2 M - r \} \log \rho + O(1), \]

\[ = r \alpha \log \rho + (L_1 N - r) \log \rho + \min \{ L_2 N, L_2 M - r \} \log \rho + O(1). \] (B.18)

Following the same steps as in case 1, the per user GDOF is upper bounded as:

\[ d(\alpha) \leq \frac{1}{L} \left[ L_1 N + r(\alpha - 1) + \min \{ L_2 N, L_2 M - r \} \right]. \] (B.19)

Taking minimum of (B.19) over all possible values of $L_1$ and $L_2$ results in Case 4 of Lemma 1. This completes the proof of Lemma 1.
Appendix B.

B.3 Proof of Theorem 11

Define the quantity $s_{j,B} \triangleq \sum_{i \in B} H_{ji} y_i + z_j$, where $B \subseteq \{1, 2, \ldots, K\}$ is a subset of the $K$-users. The rate of the first user is upper bounded as follows:

$$
nR_1 \leq (a) I(x^n_1, y^n_1, s^n_{1,1}) + n\epsilon_n,
$$

$$
= (b) h(s^n_{2,1}) - h(z^n_2) + h(y^n_1|s^n_{2,1}) - h(y^n_1|x^n_1) + n\epsilon_n,
$$

$$
= (c) h(s^n_{2,1}) - h(z^n_2) + h(y^n_1|s^n_{2,1}) - h(y^n_1|x^n_1) + n\epsilon_n,
$$

$$
\leq (d) h(s^n_{2,1}) - h(z^n_2) + h(y^n_1|s^n_{2,1}) - h(y^n_1|\{x^n_i\}_{i=1, i \neq 2}) + n\epsilon_n,
$$

$$
= h(s^n_{2,1}) - h(z^n_2) + h(y^n_1|s^n_{2,1}) - h(s^n_{1,2}) + n\epsilon_n. \quad (B.20)
$$

where (a) is due to the genie giving side information to receiver 1; (b) follows from the chain rule of mutual information, and (c) follows by using the fact that the differential entropy cannot increase by additional conditioning to provide $x^n_i, i = 1, \ldots, K, i \neq 2$, to receiver 1. Given $\{x^n_i\}_{i=1, i \neq 2}$, the remaining uncertainty in $y^n_1$ is due to that in $x^n_1$ and $z^n_1$, and it is simply given by $h(s^n_{1,2})$.

The rate of the $K^{th}$ user is upper bounded by giving side information of the form $s^n_{K-1,K}$ to its receiver and using similar arguments as in the case of the first user, to get

$$
nR_K \leq h(s^n_{K-1,K}) - h(z^n_{K-1}) + h(y^n_K|s^n_{K-1,K}) - h(s^n_{K,K-1}) + n\epsilon_n. \quad (B.21)
$$

The rates of users $i = 2, 3, \ldots, K - 1$ are upper bounded as

$$
nR_i \leq I(x^n_i; y^n_i, s^n_{i-1,i}) + n\epsilon_n,
$$

$$
= h(s^n_{i-1,i}) - h(z^n_{i-1}) + h(y^n_i|s^n_{i-1,i}) - h(y^n_i|s^n_{i-1,i}, x^n_i) + n\epsilon_n.
$$
Another way to upper bound the rates of users $i = 2, 3, \ldots, K - 1$ is by providing $s_{i+1,i}$ as side information. This results in

$$nR_i \leq h(s_{i+1,i}^n) - h(z_{i+1}) + h(y_i^n | s_{i+1,i}^n) - h(s_{i+1,i}) + n\epsilon_n. \quad (B.23)$$

Summing the inequalities in (B.20), (B.21), (B.22) and (B.23), and using Lemma 2 in [80], the sum rate is bounded as follows:

$$R_s \leq \sum_{i=1}^{K-1} h(y_i^* | s_{i+1,i}^*) + \sum_{i=2}^{K} h(y_i^* | s_{i-1,i}^*) - h(z_1) - 2 \sum_{i=2}^{K-1} h(z_i) - h(z_K), \quad (B.24)$$

where $R_s \triangleq R_1 + 2 \sum_{i=2}^{K-1} R_i + R_K$. The conditional differential entropy terms in (B.24) are simplified as follows:

$$h(y_i^* | s_{i+1,i}^*) = \log \left| \pi e \Sigma_{y_i^* | s_{i+1,i}^*} \right|, \quad (B.25)$$

where

$$\Sigma_{y_i^* | s_{i+1,i}^*} \triangleq E \left[ y_i^* y_i^{H*} \right] - E \left[ y_i^* s_{i+1,i}^* \right] E \left[ s_{i+1,i}^* s_{i+1,i}^{H*} \right]^{-1} E \left[ s_{i+1,i}^* y_i^{*H} \right]. \quad (B.26)$$

The individual terms in $\Sigma_{y_i^* | s_{i+1,i}^*}$ are obtained as

$$E \left[ y_i^* y_i^{*H} \right] = I_{N_i} + H_{i,i} P_i H_i^{H} + \sum_{j=1, j \neq i}^{K} H_{ij} P_j H_j^{H},$$

$$E \left[ y_i^* s_{i+1,i}^{H*} \right] = H_{i,i} P_i H_i^{H},$$

and

$$E \left[ s_{i+1,i}^* s_{i+1,i}^{H*} \right] = I_{N_i} + H_{i+1,i} P_i H_{i+1,i}^{H}. \quad (B.27)$$
Using the Woodbury matrix identity [81] to simplify $\Sigma_{y_i^*|s_{i+1,i}^*}$, and substituting in (B.25), one obtains

$$h(y_i^*|s_{i+1,i}^*) = \log \left| \pi e \left[ I_{N_i} + \sum_{j=1, j \neq i}^{K} \phi_{i,j} + \psi_{i,i+1} \right] \right|. \quad (B.28)$$

In a similar manner, it can be shown that

$$h(y_i^*|s_{i-1,i}^*) = \log \left| \pi e \left[ I_{N_i} + \sum_{j=1, j \neq i}^{K} \phi_{i,j} + \psi_{i,i-1} \right] \right|. \quad (B.29)$$

In the above equations, $\phi_{i,j}$ and $\psi_{i,j}$ are as defined in the statement of the Theorem. Finally, the sum rate is upper bounded using (B.28) and (B.29) in (B.24) to get (3.3), which completes the proof.

**B.4 Proof of Lemma 2**

The following two cases are considered to simplify the outer bound stated in Theorem 11.

**Case 1** ($M \leq N$): For the symmetric case, applying Lemma 6 in [82] and simplifying (3.3) for high SNR, the outer bound of Theorem 11 becomes

$$R_s \leq \sum_{i=1}^{K-1} \log \left| I_N + \rho^\alpha \sum_{j=1, j \neq i}^{K} H_{ij} H_{ij}^H + \rho^{(1-\alpha)} H_{ii} \left( H_{i+1,i} H_{i+1,i}^H \right)^{-1} H_{ii}^H \right| + \sum_{i=2}^{K} \log \left| I_N + \rho^\alpha \sum_{j=1, j \neq i}^{K} H_{ij} H_{ij}^H + \rho^{(1-\alpha)} H_{ii} \left( H_{i-1,i} H_{i-1,i}^H \right)^{-1} H_{ii}^H \right| + O(1). \quad (B.30)$$

**Weak Interference Case** ($0 \leq \alpha \leq \frac{1}{2}$): Using Lemma 4 in [42] and with $r'$ as defined in the statement the Lemma, (B.30) leads to the following upper bound on the per user GDOF

$$d(\alpha) \leq M(1-\alpha) + \min\{r', N-M\} \alpha. \quad (B.31)$$
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Moderate Interference Case \( \left( \frac{1}{2} \leq \alpha \leq 1 \right) \): Using Lemma 4 in [42] and with \( r' \) as defined in the statement the Lemma, (B.30) leads to the following upper bound on the per user GDOF

\[
d(\alpha) \leq r' \alpha + \min \left\{ M, N - r' \right\} (1 - \alpha).
\]  
(B.32)

High Interference Case \( (\alpha \geq 1) \): Using Lemma 4 in [42] and with \( r' \) as defined in the statement the Lemma, (B.30) leads to the following upper bound on the per user GDOF

\[
d(\alpha) \leq \min \left\{ N, (K - 1)M \right\} \alpha.
\]  
(B.33)

As the per user GDOF in this case exceeds the interference free GDOF, this bound is not helpful for high interference regime.

**Case 2** \( (M > N) \): By employing a procedure similar to that used to obtain (B.10), one can simplify (B.30) to get

\[
R_s \leq \sum_{i=1}^{K-1} \log \left| I_N + \rho^\alpha \sum_{j=1, j\neq i}^{K} H_{ij} H_{ij}^H + \rho^{(1-\alpha)} \tilde{H}_{ii} (\Sigma_N^{i+1,i})^{-1} \tilde{H}_{ii}^H + \rho \tilde{H}_{ii}^H I_{M-N} \tilde{H}_{ii}^H \right| \\
+ \sum_{i=2}^{K} \log \left| I_N + \rho^\alpha \sum_{j=1, j\neq i}^{K} H_{ij} H_{ij}^H + \rho^{(1-\alpha)} \tilde{H}_{ii} (\Sigma_N^{i-1,i})^{-1} \tilde{H}_{ii}^H + \rho \tilde{H}_{ii}^H I_{M-N} \tilde{H}_{ii}^H \right| + O(1),
\]  
(B.34)

where \( \tilde{H}_{ii} \triangleq H_{ii} U_{ij} \) and \( \Sigma_N^{j,i} \) contains \( N \) nonzero singular values of \( H_{ij} H_{ij}^H \), and \( \tilde{H}_{ii} \) is partitioned into submatrices \( \tilde{H}_{ii}^{(a)} \) and \( \tilde{H}_{ii}^{(b)} \) of dimension \( N \times N \) and \( N \times (M - N) \), respectively.
Weak Interference Case \((0 \leq \alpha \leq \frac{1}{2})\): Consider a specific \(i\) in (B.34):

\[
\log \left| I_N + \rho^{\alpha} \sum_{j=1, j\neq i}^{K} H_{ij}H_{ij}^H + \rho^{1-\alpha} \tilde{H}_{ii}^{(a)} \left( \sum_{i=1}^{N} \right) - \bar{H}_{ii}^{(a)H} + \rho \tilde{H}_{ii}^{(b)} I_{M-N} \tilde{H}_{ii}^{(b)H} \right| \\
= [\min\{N, M-N\} + (N - \min\{N, M-N\}) (1 - \alpha)] \log \rho + O(1),
\]

(B.35)

The above equation is obtained by using Lemma 5 in [42]. Thus, from (B.34) and (B.35), the per user GDOF is upper bounded as

\[
d(\alpha) \leq N(1 - \alpha) + \min\{N, M - N\} \alpha.
\]

(B.36)

Moderate Interference Case \((\frac{1}{2} \leq \alpha \leq 1)\): Consider a specific \(i\) in (B.34):

\[
\log \left| I_N + \rho^{\alpha} \sum_{j=1, j\neq i}^{K} H_{ij}H_{ij}^H + \rho^{1-\alpha} \tilde{H}_{ii}^{(a)} \left( \sum_{i=1}^{N} \right) - \bar{H}_{ii}^{(a)H} + \rho \tilde{H}_{ii}^{(b)} I_{M-N} \tilde{H}_{ii}^{(b)H} \right| \\
= \min\{N, M - N\} \log \rho + \min\{N, N - \min\{N, M - N\}\} \alpha \log \rho + O(1).
\]

(B.37)

The above equation is obtained by using Lemma 5 in [42]. Thus, from (B.34) and (B.37), the per user GDOF is upper bounded as

\[
d(\alpha) \leq N\alpha + \min\{N, M - N\} (1 - \alpha).
\]

(B.38)

High Interference Case \((\alpha \geq 1)\):

In this case, the outer bound in (B.34) simplifies as follows:

\[
R_a \leq \sum_{i=1}^{K-1} \log \left| I_N + \rho^{\alpha} \sum_{j=1, j\neq i}^{K} H_{ij}H_{ij}^H + \rho \tilde{H}_{ii}^{(b)} I_{M-N} \tilde{H}_{ii}^{(b)H} \right| \\
+ \sum_{i=2}^{K} \log \left| I_N + \rho^{\alpha} \sum_{j=1, j\neq i}^{K} H_{ij}H_{ij}^H + \rho \tilde{H}_{ii}^{(b)} I_{M-N} \tilde{H}_{ii}^{(b)H} \right| + O(1),
\]
or \( R_i \leq N\alpha \log \rho + O(1), \)

(B.39)

The above equation is obtained by using Lemma 4 in [42]. Hence, the per user GDOF in case of high interference is upper bounded as follows:

\[
d(\alpha) \leq N\alpha.
\]

(B.40)

But the outer bound in this case exceeds the interference free GDOF i.e. \( N \) as \( \alpha \geq 1 \).

Hence, this outer bound is not useful when \( \alpha \geq 1 \). By combining (B.31), (B.32), (B.36) and (B.38) results in Lemma 2. This completes the proof.

### B.5 Proof of Theorem 12

Define \( s_{j,B} \) as in the proof of Theorem 11. Let \( \mathcal{A} = \{1, 2, \ldots, K\} \) be the set of all transmitters, and let \( \mathcal{A} - \mathcal{B} \) be the complement of \( \mathcal{B} \) in \( \mathcal{A} \). Following the procedure in [2] and using Lemma 2 in [80], the sum rate can be bounded as

\[
R_s \leq h\left(y_1^*|s_{K,1}^*\right) + \sum_{i=2}^{K-1} h\left(y_i^*|s_{1,\{2,\ldots,i\}, K}^*, s_{1,\{i+1,\ldots,K\}}^*\right) + h\left(y_K^*|s_{1,K}^*\right)
\]

\[
+ \sum_{i=2}^{K-1} h\left(y_i^*|s_{1,\{K,2,\ldots,i\}}, s_{K,\mathcal{A}-\{K,2,3,\ldots,i\}}^*\right) - h\left(z_1\right) - 2n \sum_{i=2}^{K-1} h\left(z_i\right) - h\left(z_K\right).
\]

(B.41)

The above expression is simplified for the SIMO case in [2]. Here, since the transmitters can have multiple antennas, the individual terms in (B.41) need to be evaluated as follows. The first two terms in (B.41) are similar to the evaluation of conditional
differential entropy in the proof of Theorem 11. On simplification, these terms become

\[
\begin{align*}
    h\left(y^*_i|s^*_{K,1}\right) & = \log \beta \left[ I_{N_1} + \sum_{j=2}^{K} \phi_{1,j} + \psi_{1,K} \right], \\
    h\left(y^*_K|s^*_{1,K}\right) & = \log \beta \left[ I_{N_K} + \sum_{j=1}^{K-1} \phi_{K,j} + \psi_{K,1} \right].
\end{align*}
\]

(B.42)

where \( \beta \triangleq \pi e \). In the above equations, \( \phi_{i,j} \) and \( \psi_{i,j} \) are as defined in the statement of the Theorem. Now consider the term \( h\left(y^*_i|s^*_{K,\{1,2,\ldots,i\}}, s^*_{1,\{i+1,\ldots,K\}}\right) \). In this case,

\[
\begin{align*}
    y^*_i & = H_i x^*_i + \sum_{j=1, j \neq i}^{K} H_{ij} x^*_j + z_i, \\
    s^*_{K,\{1,2,\ldots,i\}} & = \sum_{j \in \{1,2,\ldots,i\}} H_{Kj} x^*_j + z_K, \quad \text{and} \\
    s^*_{1,\{i+1,\ldots,K\}} & = \sum_{j \in \{i+1,\ldots,K\}} H_{1j} x^*_j + z_1.
\end{align*}
\]

The conditional differential entropy becomes

\[
\begin{align*}
    h\left(y^*_i|s^*_{K,\{1,2,\ldots,i\}}, s^*_{1,\{i+1,\ldots,K\}}\right) & = \log \left| \pi e \Sigma_{y^*_i|s^*_{K,\{1,2,\ldots,i\}}, s^*_{1,\{i+1,\ldots,K\}} \right|, \\
\end{align*}
\]

(B.43)

where

\[
\Sigma_{y^*_i|s^*_{K,\{1,2,\ldots,i\}}, s^*_{1,\{i+1,\ldots,K\}}} \triangleq \mathbb{E} \left[ y^*_i y^*_i^H \right] - \mathbb{E} \left[ y^*_i s^\text{e}^H \right] \mathbb{E} \left[ s^\text{e} s^\text{e}^H \right]^{-1} \mathbb{E} \left[ s^\text{e} y^*_i^H \right],
\]

and \( s^\text{e} \triangleq \left[ s_{K,\{1,2,\ldots,i\}}^T \ s_{1,\{i+1,\ldots,K\}}^T \right]^T \).

The output at receiver \( i \ (i \neq 1, K) \) can be expressed as

\[
y^*_i = \Pi_{i,1} x_1 + \Pi_{i,i+1} x_2 + z_i,
\]

(B.44)

where \( x_1 \triangleq [x^T_1 \ldots x^T_i]^T \), \( x_2 \triangleq [x^T_{i+1} \ldots x^T_K]^T \). Here, \( \Pi_{i,1} \) and \( \Pi_{i,i+1} \) are defined after (3.5). The two side information terms can be expressed as \( s_{K,\{1,2,\ldots,i\}} = \Pi_{K,1} x_1 + z_K \), and \( s_{1,\{i+1,\ldots,K\}} = \Pi_{i,i+1} x_2 + z_1 \). Now consider the evaluation of the individual terms in
\[ Σ_{y_i^*|s_{K,1,\ldots,i}^*,s_{1,i+1,\ldots,K}^*} = I_{N_1} + \sum_{i=1}^{K} \sum_{j=1}^{M_{ij}} P_{ij}^{1/2} \left\{ I_{M_{ij}} + P_{ij}^{1/2} H_{K_j} H_{K_j} P_{ij}^{1/2} \right\}^{-1} \left[ \begin{array}{c} P_{ij}^{1/2} H_{K_j} \ 
bar{P}_{ij}^{1/2} \end{array} \right] \]

In a similar manner, it can be shown that

\[ E \left[ y_i^* s_i^H \right] = I_{N_1} + \sum_{i=1}^{K} \sum_{j=1}^{M_{ij}} \left[ \begin{array}{cc} H_{1,i,j+1} \bar{P}_{ij} H_{K_j}^H & H_{1,i,j+1} \bar{P}_{ij} H_{K_j}^H \end{array} \right], \]

\[ E \left[ s_{1,K}^* s_{1,K}^* \right] = \text{blkdiag} \left( I_{N_1} + \bar{H}_{1} P_{1} H_{K_1}, I_{N_1} + \bar{H}_{1,i} P_{2} H_{K_2}^H \right). \]

Hence, \( Σ_{y_i^*|s_{K,1,\ldots,i}^*,s_{1,i+1,\ldots,K}^*} \) becomes

\[ \sum_{y_i^*|s_{K,1,\ldots,i}^*,s_{1,i+1,\ldots,K}^*} = I_{N_1} + \sum_{i=1}^{K} \sum_{j=1}^{M_{ij}} P_{ij}^{1/2} \left\{ I_{M_{ij}} + P_{ij}^{1/2} H_{K_j} H_{K_j} P_{ij}^{1/2} \right\}^{-1} \left[ \begin{array}{c} P_{ij}^{1/2} H_{K_j} \ 
bar{P}_{ij}^{1/2} \end{array} \right] \]

where \( M_{ij} \) and \( M_{ij} \) are as defined after (3.5). Hence, (B.43) becomes

\[ h \left( y_i^* s_{1,i}^* s_{1,i+1}^* \right) = \log \left| e^{-1} \left[ I_{N_1} + \sum_{i=1}^{K} \sum_{j=1}^{M_{ij}} P_{ij}^{1/2} \left\{ I_{M_{ij}} + P_{ij}^{1/2} H_{K_j} H_{K_j} P_{ij}^{1/2} \right\}^{-1} \left[ \begin{array}{c} P_{ij}^{1/2} H_{K_j} \ 
bar{P}_{ij}^{1/2} \end{array} \right] \right] \right|, \]

(B.45)

In a similar manner, it can be shown that

\[ h \left( y_i^* s_{1,2,i}^* \right) = \log \left| e^{-1} \left[ I_{N_1} + \sum_{i=1}^{K} \sum_{j=1}^{M_{ij}} P_{ij}^{1/2} \left\{ I_{M_{ij}} + P_{ij}^{1/2} H_{K_j} H_{K_j} P_{ij}^{1/2} \right\}^{-1} \left[ \begin{array}{c} P_{ij}^{1/2} H_{K_j} \ 
bar{P}_{ij}^{1/2} \end{array} \right] \right] \right|, \]

(B.46)
where $M'_r \triangleq \sum_{j=2}^{i} M_j + M_K$ and $M'_{s_i} \triangleq M_i + \sum_{j=i+1}^{K-1} M_j$, and $\overline{\rho}_{23}$ and $\overline{\rho}_{34}$ are as defined after (3.5). Combining (B.42), (B.45) and (B.46) results in Theorem 12.

### B.6 Proof of Lemma 3

For the symmetric case, using Lemma 6 in [82], the sum rate outer bound in Theorem 12 reduces to the following form:

\[
R_s \leq \log \left| I_N + \rho^\alpha \sum_{j=2}^{K} H_{1j} H_{1j}^H + \rho H_{11} \left\{ I_M + \rho^\alpha H_{K1}^H H_{K1} \right\}^{-1} H_{11}^H \right| \\
+ \sum_{i=2}^{K-1} \log \left| I_N + \overline{\rho}_{1i} \left\{ I_{M_r} + \overline{\rho}_{K1}^H \overline{H}_{1i} \right\}^{-1} \overline{H}_{1i}^H + \overline{\rho}_{1,i+1} \left\{ I_{M_r} + \overline{\rho}_{K1}^H \overline{H}_{1,i+1} \right\}^{-1} \overline{H}_{1,i+1}^H \right| \\
+ \sum_{i=2}^{K-1} \log \left| I_N + \overline{\rho}_{iK} \left\{ I_{M_r} + \overline{\rho}_{H1}^H \overline{H}_{1i} \right\}^{-1} \overline{H}_{1i}^H + \overline{\rho}_{i,K-1} \left\{ I_{M_r} + \overline{\rho}_{H1}^H \overline{H}_{1,K-1} \right\}^{-1} \overline{H}_{1,K-1}^H \right| \\
+ \log \left| I_N + \rho^\alpha \sum_{j=1}^{K-1} H_{Kj} H_{Kj}^H + \rho H_{KK} \left\{ I_M + \rho^\alpha H_{1K}^H H_{1K} \right\}^{-1} H_{KK}^H \right|, \text{ where } M_r \triangleq iM. 
\]

(B.47)

Consider the following term in the above equation

\[
\log \left| I_N + \overline{\rho}_{1i} \left\{ I_{M_r} + \overline{\rho}_{K1}^H \overline{H}_{1i} \right\}^{-1} \overline{H}_{1i}^H + \overline{\rho}_{1,i+1} \left\{ I_{M_r} + \overline{\rho}_{K1}^H \overline{H}_{1,i+1} \right\}^{-1} \overline{H}_{1,i+1}^H \right| \\
= \log \left| I_N + \left[ H_{i1} H_{i2} \ldots \sqrt{\rho(1-\alpha)} H_{i1} \right] \left\{ \left[I_{K1} H_{K2} \ldots H_{K1}\right]^H \left[H_{K1} H_{K2} \ldots H_{K1}\right] \right\}^{-1} \right|
\]

\[
\left[ H_{i1} H_{i2} \ldots \sqrt{\rho(1-\alpha)} H_{i1} \right]^H + \left[ H_{i,i+1} H_{i,i+2} \ldots H_{iK} \right] \left\{ \left[H_{i,i+1} H_{i,i+2} \ldots H_{iK}\right]^H \right. \\
\left. + O(1) \right) \\
\overset{(a)}{=} \log \left| I_N + \left[H_{i1} H_{i2} \ldots \sqrt{\rho(1-\alpha)} H_{i1} \right] \left[H_{i1} H_{i2} \ldots \sqrt{\rho(1-\alpha)} H_{i1} \right]^H \right| + O(1), \\
\overset{(b)}{=} \log \left| I_N + \rho(1-\alpha) H_{i1} H_{i1}^H \right| + O(1), 
\]

(B.48)
where (a) is obtained by using the fact that the terms containing inverses are independent of $\alpha$ and are invertible when $\frac{N}{M} < K \leq \frac{N}{M} + 1$, and (b) is obtained by taking the constant terms into the $O(1)$ approximation.

Similarly, it can be shown that

\[
\log \left| I_N + \overline{H}_{iK} \left( I_{Mr_i} + \overline{H}_{i1}^H \overline{H}_{1i} \right)^{-1} \overline{H}_{iK} + \overline{H}_{i,K-1} \left( I_{Mr_i} + \overline{H}_{K,i+1}^H \overline{H}_{K,i+1} \right)^{-1} \overline{H}_{i,K-1} \right| \\
= \log \left| I_N + \rho^{(1-\alpha)} H_i H_i^H \right| + O(1). \tag{B.49}
\]

Using (B.48) and (B.49), for large $\rho$, the sum rate bound in (B.47) reduces to

\[
R_s \leq \log \left| I_N + \rho^\alpha \sum_{j=2}^{K} H_{1j} H_{1j}^H + \rho^{(1-\alpha)} H_{11} \left( H_{K1}^H H_{K1} \right)^{-1} H_{11}^H \right| \\
+ \sum_{i=2}^{K-1} \log \left| I_N + \rho^{(1-\alpha)} H_i H_i^H \right| + \sum_{i=2}^{K-1} \log \left| I_N + \rho^{(1-\alpha)} H_i H_i^H \right| \\
+ \log \left| I_N + \rho^\alpha \sum_{j=1}^{K-1} H_{Kj} H_{Kj}^H + \rho^{(1-\alpha)} H_{K1} \left( H_{1K}^H H_{1K} \right)^{-1} H_{K1}^H \right| + O(1). \tag{B.50}
\]

The outer bound in (B.50) is further simplified based on the range of $\alpha$.

Weak Interference Case ($0 \leq \alpha \leq \frac{1}{2}$): Using Lemma 4 in [42], (B.50) becomes

\[
R_s \leq \left[ 2 \min \{ \min (N, (K-1)M), N-M \} \alpha + 2(K-1)M(1-\alpha) \right] \log \rho + O(1). \tag{B.51}
\]

Thus, the per user GDOF is upper bounded as given below:

\[
d(\alpha) \leq M(1-\alpha) + \frac{1}{K-1} (N-M) \alpha. \tag{B.52}
\]

This results in the first case of Lemma 3.
Moderate Interference Case \((\frac{1}{2} \leq \alpha \leq 1)\): Using Lemma 4 in [42], (B.50) simplifies to

\[
R_s \leq [2\alpha \min \{N, (K - 1)M\} + 2 \min \{M, N - \min \{N, (K - 1)M\}\} (1 - \alpha) + 2(K - 2)M(1 - \alpha)] \log \rho + \mathcal{O}(1). \tag{B.53}
\]

Hence, the per user GDOF is upper bounded as given below:

\[
d(\alpha) \leq M\alpha + \frac{1}{K - 1}(N - M)(1 - \alpha). \tag{B.54}
\]

This results in the second case of Lemma 3.

High Interference Case \((\alpha \geq 1)\):

In this case, it can be shown that the sum rate bound in (B.50) leads to \(d(\alpha) \leq \alpha M\), which exceeds the interference free GDOF. Hence, the upper bound reduces to \(d(\alpha) \leq M\).

Finally, combining (B.52) and (B.54) results in Lemma 3.

### B.7 Proof of Theorem 13

In the initial part of the proof, the outer bound in Lemma 1 is simplified. Then, in specific cases, the performance of the outer bound is characterized as a function of \(K\), \(M\), \(N\) and \(\alpha\).

**Weak** \((0 \leq \alpha \leq \frac{1}{2})\) and **moderate** \((\frac{1}{2} \leq \alpha \leq 1)\) interference regime:

When \(M \leq N\), for a specific \(L_1\) and \(L_2\) \((0 < L_1 + L_2 \leq K)\), the outer bound in Lemma 1 is of the following form:

\[
d(\alpha) \leq \frac{1}{L} [L_1 M + \min \{r, L_1 (N - M)\} \alpha + L_r + \min \{r, L_2 N - L_r\} (1 - \alpha)], \tag{B.55}
\]
where \( r \triangleq \min \{ L_2 M, L_1 N \} \) and \( L_r \triangleq L_2 M - r \). The RHS in (B.55) is simplified under the following cases.

Case 1: When \( \min \{ L_2 M, L_1 N \} = L_2 M \), then it results in the following condition:

\[
\frac{L_2}{L_1} \leq \frac{N}{M}.
\]  

(B.56)

Under this condition, (B.55) becomes

\[
d(\alpha) \leq \frac{1}{L} \left[ L_1 M + \min \{ L_2 M, L_1 (N - M) \} \alpha + \min \{ L_2 M, L_2 N \} (1 - \alpha) \right], \\
= \frac{1}{L} \left[ LM + \min \{ L_2 M, L_1 (N - M) \} \alpha - L_2 M \alpha \right].
\]  

(B.57)

Equation (B.57) is simplified under the following cases:

Case 1(a): When \( \min \{ L_2 M, L_1 (N - M) \} = L_1 (N - M) \), then

\[
\frac{L_2}{L_1} \geq \frac{N}{M} - 1.
\]  

(B.58)

Combining this with (B.56), results in the following condition

\[
\frac{N}{M} - 1 \leq \frac{L_2}{L_1} \leq \frac{N}{M}.
\]  

(B.59)

Under this condition, (B.57) becomes

\[
d(\alpha) \leq M (1 - \alpha) + \frac{L_1}{L} N \alpha.
\]  

(B.60)

Case 1(b): When \( \min \{ L_2 M, L_1 (N - M) \} = L_2 M \), then (B.57) becomes

\[
d(\alpha) \leq M.
\]  

(B.61)
This case is not useful, as the RHS is equal to the interference free GDOF.

**Case 2:** When \( \min \{L_2 M, L_1 N\} = L_1 N \), then

\[
\frac{L_2}{L_1} \geq \frac{N}{M}. \tag{B.62}
\]

In this case, (B.55) becomes

\[
d(\alpha) \leq \frac{1}{L} \left[ L_1 M + \min \{L_1 N, L_1 (N - M)\} \alpha + L_2 M - L_1 N \\
+ \min \{L_1 N, L_2 N - L_2 M + L_1 N\} (1 - \alpha) \right] \\
= M - \frac{L_1}{L} M \alpha. \tag{B.63}
\]

**High interference regime** \((\alpha \geq 1)\):

In the high interference regime, for a specific \(L_1\) and \(L_2\) \((0 < L_1 + L_2 \leq K)\), Lemma 1 is of the following form:

\[
d(\alpha) \leq \frac{1}{L} \left[ r \alpha + \min \{L_1 M, L_1 N - r\} + L_r \right]. \tag{B.64}
\]

The above equation is simplified under the following cases.

**Case 1:** When \( \min \{L_2 M, L_1 N\} = L_2 M \), then

\[
\frac{L_2}{L_1} \leq \frac{N}{M}. \tag{B.65}
\]

Under this condition (B.64) becomes

\[
d(\alpha) \leq \frac{1}{L} \left[ L_2 M \alpha + \min \{L_1 M, L_1 N - L_2 M\} \right]. \tag{B.66}
\]
The above equation is further simplified under following cases.

**Case 1(a):** When \( \min \{L_1 M, L_1 N - L_2 M\} = L_1 N - L_2 M \), then the following condition is obtained:

\[
\frac{L_2}{L_1} \geq \frac{N}{M} - 1. \tag{B.67}
\]

In this case, (B.66) becomes

\[
d(\alpha) \leq \frac{1}{L} [L_2 M \alpha + L_1 N - L_2 M],
= N + \frac{L_2}{L} [M(\alpha - 1) - N]. \tag{B.68}
\]

**Case 1(b):** When \( \min \{L_1 M, L_1 N - L_2 M\} = L_1 M \), (B.66) becomes

\[
d(\alpha) \leq \frac{L_2 \alpha + L_1}{L} M. \tag{B.69}
\]

As \( \alpha \geq 1 \), this case is not useful as the RHS in the above equation exceeds the interference free GDOF.

**Case 2:** When \( \min \{L_2 M, L_1 N\} = L_1 N \),

\[
\frac{L_2}{L_1} \geq \frac{N}{M}, \tag{B.70}
\]

and (B.64) becomes

\[
d(\alpha) \leq \frac{1}{L} [L_1 N \alpha + L_2 M - L_1 N]
= N(\alpha - 1) + \frac{L_2}{L} [M - N(\alpha - 1)]. \tag{B.71}
\]

Due to the minimization involved in Lemma 1, it is not possible to characterize the performance of the outer bounds in all the cases. However, a tractable solution exists
in the following cases.

Case a \((K \geq N + M)\): It is required to determine the value of \(L_1\) and \(L_2\), such that the outer bound in Lemma 1 is minimized. First, the weak and moderate interference regimes are considered, followed by the high interference regime in the later part of the proof.

The RHS in (B.60) is minimized when \(\frac{L_2}{L_1}\) is minimized, under the constraint in (B.59). In other words, \(\frac{L_2}{L_1}\) or \(\frac{L_2}{L_1}\) is required to be maximized to minimize the RHS in (B.60). From (B.59), it can be noticed that \(\frac{L_2}{L_1}\) is maximized when \(\frac{L_2}{L_1} = \frac{N}{M}\). As \(K \geq M + N\), it is always possible to choose \(L_1 = M\) and \(L_2 = N\), and (B.60) becomes

\[
d(\alpha) \leq M - \frac{M^2}{M + N} \alpha. \tag{B.72}
\]

The RHS in (B.63) is minimized by choosing \(\frac{L_2}{L_1}\) as large as possible, under the constraint in (B.62). Maximizing \(\frac{L_2}{L_1}\) is the same as minimizing \(\frac{L_4}{L_1}\). By choosing \(L_1 = M\) and \(L_2 = N\), the RHS in (B.63) is minimized, and the outer bound reduces to following from:

\[
d(\alpha) \leq M - \frac{M^2}{M + N} \alpha, \tag{B.73}
\]

which is same as that in (B.72). Hence, the outer bound in Lemma 1 is minimized by choosing \(L_1 = M\) and \(L_2 = N\) and is given by (B.73).

Now, the outer bounds are compared in the following interference regimes. As \(K \geq M + N\), the condition \(\frac{N}{M} < K \leq \frac{N}{M} + 1\) is not satisfied, and hence, the outer bound in Lemma 3 is not applicable.

Weak interference regime \((0 \leq \alpha \leq \frac{1}{2})\): In this case, the outer bound on the per user GDOF
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in Lemma 2 reduces to:

\[ d(\alpha) \leq M(1 - \alpha) + (N - M)\alpha. \]  \hfill (B.74)

The outer bound in (B.74) exceeds that in (B.73), when \( MN < N^2 - M^2 \) and which results in (3.8).

**Moderate interference regime** \( \left( \frac{1}{2} \leq \alpha \leq 1 \right) \): In this case, the outer bound in Lemma 2 reduces to

\[ d(\alpha) \leq N\alpha. \]  \hfill (B.75)

The outer bound in (B.73) is active compared to (B.75), when

\[ \alpha > \frac{M(M + N)}{N(M + N) + M^2}. \]  \hfill (B.76)

Note that \( \frac{M(M + N)}{N(M + N) + M^2} \leq 1 \). The outer bound in (B.73) is active for the entire moderate interference regime, if

\[ \frac{M(M + N)}{N(M + N) + M^2} < \frac{1}{2}, \]

or \( MN < N^2 - M^2 \). \hfill (B.77)

Otherwise, when \( \frac{1}{2} \leq \alpha \leq \frac{M(M + N)}{N(M + N) + M^2} \), the outer bound in (B.75) is active, and when \( \frac{M(M + N)}{N(M + N) + M^2} < \alpha \leq 1 \), the outer bound in (B.73) is active. Combining these results together leads to (3.9) and (3.10).

**High interference regime** \( \alpha \geq 1 \): The RHS in (B.68) and (B.71) need to be minimized in cases 1 and 2 discussed in a previous page, respectively. Consider the minimization of (B.68) first. When \( M(\alpha - 1) - N \geq 0 \), the RHS in (B.68) exceeds the interference free GDOF, and hence this case is not useful. When \( M(\alpha - 1) - N < 0 \), the RHS in (B.68) is
minimized by choosing \( \frac{L_2}{L} \) as large as possible. From (B.65), it can be noticed that (B.68) is minimized by choosing \( L_1 = M \) and \( L_2 = N \), and (B.68) becomes

\[
d(\alpha) \leq \frac{MN\alpha}{M+N}. \tag{B.78}
\]

Now, the RHS in (B.71) is required to be minimized. When \( M - N(\alpha - 1) < 0 \), \( \frac{L_2}{L} \) should be chosen as large as possible. By choosing \( L_1 = 0 \) and \( L_2 > 0 \), \( \frac{L_2}{L} \) is maximized, and (B.71) becomes

\[
d(\alpha) \leq M, \tag{B.79}
\]

which is not useful. When \( M - N(\alpha - 1) \geq 0 \), \( \frac{L_2}{L} \) or \( \frac{L_2}{L_1} \) should be as low as possible. From (B.70), it can be noticed that (B.71) is minimized by choosing \( L_1 = M \) and \( L_2 = N \), and it reduces to

\[
d(\alpha) \leq \frac{MN\alpha}{M+N}. \tag{B.80}
\]

It can be noticed that in both the cases, the RHS are the same. But, (B.78) and (B.80) are active when \( 1 \leq \alpha \leq \frac{M+N}{M} \) and \( 1 \leq \alpha \leq \frac{M+N}{N} \), respectively. As \( M \leq N \) and the RHS in (B.80) exceeds the interference free GDOF per user, i.e., \( M \), when \( \alpha > \frac{M+N}{N} \), it is not required to consider the case \( \frac{M+N}{N} < \alpha \leq \frac{M+N}{M} \). The outer bound in Lemmas 2 and 3 exceed the interference free GDOF in this case as mentioned in the proofs of these lemmas, and hence, these bounds are not taken into account in the high interference regime. Finally, taking the minimum of (B.80) and \( M \) results in (3.11).

**Case b** \((\frac{N}{M} + 1 < K < M + N, \text{ where } \frac{N}{M} \text{ is an integer})\): In this case, (B.60) and (B.63) are minimized by choosing \( L_1 = 1 \) and \( L_2 = \frac{N}{M} \). This can be shown by following a similar procedure as in the previous case. Hence, the outer bound in Lemma 1 in
weak/moderate interference regime and high interference regime is of the same form as given in the first case of the Theorem.

**Case c** \( \left( \frac{N}{M} < K \leq \frac{N}{M} + 1 \right) \): In this case, (B.60) is minimized by choosing \( L_1 = 1 \) and \( L_2 = K - 1 \). It is easy to verify that this choice of \( L_1 \) and \( L_2 \) maximizes \( \frac{L_1}{L_2} \) and also satisfies the constraint in (B.59). Hence, (B.60) becomes

\[
d(\alpha) \leq M(1 - \alpha) + \frac{N\alpha}{K}. \tag{B.81}
\]

In this case, the condition \( \frac{L_2}{L_1} \geq \frac{N}{M} \) implies that (B.63) arises only when \((K-1)M = N\). The RHS in (B.63) is minimized by choosing \( L_1 = 1 \) and \( L_2 = K - 1 \), and (B.63) becomes

\[
d(\alpha) \leq M - \frac{M\alpha}{K}. \tag{B.82}
\]

With some algebraic manipulation, it can be shown that (B.82) reduces to (B.81) when \((K-1)M = N\). Hence, choosing \( L_1 = 1 \) and \( L_2 = K - 1 \) minimizes the outer bound in Lemma 1, and it is given by (B.81).

The following interference regimes are considered for comparison with other outer bounds.

*Weak interference regime* \((0 \leq \alpha \leq \frac{1}{2})\): In the weak interference regime, the outer bound in Lemma 2 reduces to:

\[
d(\alpha) \leq M(1 - \alpha) + (N - M)\alpha. \tag{B.83}
\]

Comparing (B.83) with (B.81), results in the condition \(2M \leq N\), which is always satisfied in this case. Hence, the outer bound in (B.83) is loose compared to the outer bound in (B.81). When, the outer bound in (B.81) is compared with the outer bound in Lemma 3, it results in the condition \(KM \leq N\), which is satisfied in this case. Hence,
Lemma 3 is active in the entire weak interference regime, which results in (3.12).

***Moderate interference regime*** \((\frac{1}{2} \leq \alpha \leq 1)\): In the moderate interference regime, it is easy to see that the outer bound in Lemma 2 is loose compared to the outer bound in Lemma 1. Lemma 3 is tighter than the outer bound in (B.81), when \(\alpha \leq \frac{K}{2K-1}\). Consequently, Lemma 1 is active when \(\frac{K}{2K-1} < \alpha \leq 1\). Taking the minimum of these two outer bounds results in (3.13).

***High interference regime*** \((\alpha \geq 1)\): By employing the similar procedure as followed in the weak/moderate interference regime, it can be shown that the outer bound in Lemma 1 is minimized by choosing \(L_1 = 1\) and \(L_2 = K - 1\). Also, the outer bound in Lemma 2 and 3 are loose compared to Lemma 1, as they exceed the interference free GDOF per user, i.e., \(M\). In this case, Lemma 1 reduces to

\[
d(\alpha) \leq \frac{1}{K} [N + (K - 1)M(\alpha - 1)] .
\]  

(B.84)

Finally, taking the minimum of (B.84) and \(M\) results in (3.14), which completes the proof.

***Remark:*** There are a few other cases where it is possible to exactly characterize the performance of these outer bounds. For example, when \(K < M + N < aK\), and integer \(a \geq 2\), \(\frac{M}{a}\) and \(\frac{N}{a}\) are integers, choosing \(L_1 = \frac{M}{a}\) and \(L_2 = \frac{N}{a}\) minimizes the outer bound in Lemma 1, and the outer bound is the same as given in the first case of the Theorem. In this case, \(\frac{N}{M}\) need not be an integer.
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Appendix for Chapter 6

C.1 Details of the achievable scheme when \((0 < \alpha \leq \frac{2}{3})\)

Recall that data bits transmitted on the the lower \(m - n\) levels \([1 : m - n]\) remain secure even without transmitter cooperation. When \(C = 0\), if all the bottom \(m - n\) levels are used for transmission, it is easy to see that transmitting on the remaining \(n\) levels either reduces the rate or violates secrecy. But, with cooperation, the upper levels can be used for data transmission using the scheme proposed below. In this scheme, the transmitters exchange the \(C\) bits they intend to transmit on the levels \([m - n + 1 : m - n + C]\), through the cooperative link. Each transmitter precodes the cooperative bits received from the other transmitter by xoring them with the data bits at the levels \([1 : C]\). This serves a dual purpose: it cancels the interference caused by the data bits sent by the other transmitter, and also ensures that data bits from the other transmitter remain secure. This scheme is illustrated for \(C = 0\) and \(2\) in Fig. 6.2. Mathematically,
the message of transmitter 1 is encoded as follows:

\[
x_1 = \left[ \begin{array}{c} 0_{(m-(r+C)) \times 1} \\ a_{(r+C) \times 1} \\ b_{C \times 1} \end{array} \right] \oplus \left[ \begin{array}{c} 0_{(m-C) \times 1} \\ a_{(r+C) \times 1} \\ b_{C \times 1} \end{array} \right] \], \tag{C.1}
\]

where \( a \triangleq [a_{r+C}, a_{r+C-1}, \ldots, a_1]^T \) are the own transmitter 1’s data bits, \( b^c \triangleq [b_{r+C}, b_{r+C-1}, \ldots, b_{r+1}]^T \) are the cooperative data bits received from transmitter 2, and \( r \triangleq m - n \). The message of transmitter 2 is encoded in an analogous fashion. The proposed encoding scheme thus achieves the following symmetric secrecy rate:

\[ R_s = m - n + C. \tag{C.2} \]

### C.2 Details of the achievable scheme when \( \left( \frac{2}{3} < \alpha < 1 \right) \)

First, note that the links in the SLDIC can be classified into three categories: Type I, Type II, and Type III, as shown in Fig. C.1a. The classification is based on whether the data bits are received without interference or with interference at the intended receiver, and whether or not they cause interference at the unintended receiver. The number of Type I \( (r_1) \) and Type II \( (r_2) \) links are \( r_1 = r_2 = \frac{m-l}{2} = m - n \), where \( l \) is the number of Type III links, which is given by \( l = 2n - m \). In this case, the achievable scheme uses interference cancelation in addition to random bit transmission.

As the bits transmitted on the Type II links \([1 : m - n]\) are not received at the unintended receiver, at least \( r_2 \) bits can be sent securely. Data bits transmitted on the Type III/I links (levels \([m-n+1:n]/[n+1:m]\)) will cause interference at the unintended receiver, and it is not possible to ensure secrecy with uncoded data transmission on these levels. As the Type II links are already used up for data transmission,
the remaining $g \triangleq \{n - (r_2 + C)\}^+$ levels can be used for transmission with the help of random bits sent by each transmitter. Transmitter $i$ sends the random bits in such a way that they superimpose with the data bits sent by the other transmitter, at receiver $i$. Thus, the random bits are a form of jamming signal sent by each transmitter to ensure that its own receiver is unable to decode the other transmitter’s message. Such a transmission scheme truly exploits the cooperative nature of the transmitters, and works because the transmitters do not deviate from the agreed-upon scheme. Note that, the receiver does not require the knowledge of these random bits in order to decode its own message.

Now, it is required to determine the number of levels of Type I/III links that can be used for data transmission. Notice that bits transmitted on any level get shifted down by $m - n$ levels at the unintended receiver. In the scheme proposed below, transmission occurs in blocks of size $3(m - n)$ levels, with each block consisting of a sequence of data bits, random bits and zero-bits of size $m - n$ each, sent on consecutive levels. Such a scheme ensures that the intended data bits are received without interference at the desired receiver, and, data received at the unintended receiver remains secure. The total number of blocks of size $3r_2$ that can be sent is $B \triangleq \left\lfloor \frac{g}{3r_2} \right\rfloor$. Out of the remaining $t \triangleq g \% \{3r_2\}$ levels, one can use $q \triangleq \min \{(t - r_2)^+, r_2\}$ levels to send data bits securely; the remaining levels are unused.

Mathematically, the signal $x_1$ of transmitter 1 is encoded as follows:

**Case 1 ($q = 0$):**

$$x_1 = \left[ \begin{array}{c} \mathbf{0}_{(m-(r_2+C))^+ \times 1} \\ \mathbf{a}_{(r_2+C) \times 1} \end{array} \right] \oplus \left[ \begin{array}{c} \mathbf{0}_{(m-C) \times 1} \\ \mathbf{b}_{C \times 1} \end{array} \right] \oplus \left[ \begin{array}{c} \mathbf{a}_p^{\nu} \\ \mathbf{0}_{p' \times 1} \end{array} \right],$$  \hspace{2cm} (C.3)
where \( \mathbf{a} \triangleq [a_{r_2+C}, a_{r_2+C-1}, \ldots, a_1]^T \), \( \mathbf{b}^c \triangleq [b_{r_2+C}, b_{r_2+C-1}, \ldots, b_{r_2+1}]^T \), \( \mathbf{a}^u \triangleq [\mathbf{u}_1, \mathbf{d}_2, \mathbf{z}_3, \mathbf{u}_4, \mathbf{d}_5, \mathbf{z}_6, \ldots, \mathbf{u}_{3B-2}, \mathbf{d}_{3B-1}, \mathbf{z}_{3B}]^T \), \( \mathbf{u}_l \triangleq [a_{m-(l-1)r_2}, a_{m-(l-1)r_2-1}, \ldots, a_{m-tr_2+1}] \), \( \mathbf{d}_l \triangleq [d_{m-(l-1)r_2}, d_{m-(l-1)r_2-1}, \ldots, d_{m-tr_2+1}] \), \( \mathbf{z}_l \) is a zero vector of size \( 1 \times v \), \( \mathbf{u}_{l1}, \mathbf{d}_{l2} \) and \( \mathbf{z} \) are zero vectors of size \( 1 \times v, 1 \times f, \) and \( 1 \times v' \), respectively. Here, \( v \triangleq (r_2 - q), f \triangleq (t - (r_2 + q))^+, w \triangleq p + r_2 \) and \( v' \triangleq (t - 2r_2)^+ \).

As mentioned earlier, the data bits transmitted on the lower levels \([1 : m - n]\) are inherently secure as they are not received by the unintended receiver. With the help of
cooperation and transmission of random bits, it possible to transmit at the higher levels \([m - n + 1 : m]\). To determine the achievable rate, it is required to find the number of data bits that can be transmitted securely on the higher levels. With the help of interference cancellation, the unintended user’s data bits can be completely canceled at the unintended receiver, thereby preventing it from being able to decode these data bits. Hence, cooperation between the users can provide a rate gain of \(C\) bits. The number of data bits that can be transmitted securely with the help of transmission of random bits is \(B(m - n) + q\) (See (C.3) and (C.4)). By choosing the random bits independent of the data bits and from a \(\mathcal{B}(\frac{1}{2})\) distribution, the secrecy of data bits can be ensured, i.e., \(H(b_i|d_i \oplus b_i) = H(b_i)\) at receiver 1. Hence, the proposed scheme in (C.3) and (C.4) achieves the following secrecy rate:

\[
R_s = m - n + B(m - n) + q + C. \tag{C.5}
\]

Depending on the encoding schemes for different interference regimes, the achievable secrecy rate can be obtained in a similar way as mentioned above, and hence, these details are omitted for the remaining cases.

### C.3 Details of the achievable scheme when \((1 < \alpha < 2)\)

#### When \((1 < \alpha \leq 1.5)\)

The achievable scheme uses transmission of random bits, interference cancelation, or both, depending on the capacity of the cooperative link. The bits received through the cooperative links are transmitted on the levels \([1 : C]\). As the links corresponding to
the levels \( [1 : n - m] \) are not present at the intended receiver, these links can be directly used to securely relay the other user’s data bits. Any data bits transmitted on the levels higher than \( n - m \) will cause interference. The cooperative data bits transmitted by transmitter \( i \) on the levels higher than \( n - m \), namely, on levels \( [n - m + 1 : C] \), can be canceled by transmitter \( j \) by sending the same data bits along with the data bits of user \( i \) \((i \neq j)\). Precoding the data with the other user’s data bits thus serves a dual purpose: it cancels interference, and simultaneously ensures secrecy, since one does not want the interfering signal to be decodable.

In the remaining higher levels, the transmission of data bits along with random bits happen in a similar way as mentioned for the moderate interference regime. Define the following quantities:

\[ g \triangleq (m - C) + , B \triangleq \left\lfloor \frac{g}{3r_2} \right\rfloor, t \triangleq g \% 3r_2 \text{ and } q \triangleq \min\{(t - r_2)^+, r_2\}. \]

Mathematically, the signal of transmitter 1 is encoded as follows:

**Case 1** \((q = 0)\):

\[
x_1 = \begin{bmatrix} a_{p \times 1}^e \, a_{(n-C) \times 1} \, 0_{s \times 1}^b \end{bmatrix} \oplus \begin{bmatrix} 0_{(n-C) \times 1} \end{bmatrix} \oplus \begin{bmatrix} 0_{s \times 1} \end{bmatrix} \oplus \begin{bmatrix} a_{(C-r_2)^+ \times 1}^l \end{bmatrix},
\]

where \( a^e \triangleq [d_1, u_2, z_3, d_4, u_5, z_6, \ldots, d_{3B-2}, u_{3B-1}, z_{3B}]^T, u_l \triangleq [a_{n-(l-1)r_2}, a_{n-(l-1)r_2-1}, \ldots, a_{n-(l-1)r_2+1}], \)

\( d_l \triangleq [d_{n-(l-1)r_2}, d_{n-(l-1)r_2-1}, \ldots, d_{n-(l-1)r_2+1}], z_l \) is a zero vector of size \( 1 \times r_2 \),

\( b \triangleq [b_C, b_{C-1}, \ldots, b_1]^T, a^l \triangleq [a_C, a_{C-1}, \ldots, a_{r_2+1}]^T \). 

**Case 2** \((q \neq 0)\):

\[
x_1^\text{mod} = x_1 \oplus \begin{bmatrix} 0_{w \times 1} \end{bmatrix} \oplus \begin{bmatrix} a_{l \times 1}^l \end{bmatrix} \oplus \begin{bmatrix} 0_{s \times 1} \end{bmatrix},
\]

where \( w \triangleq n - p \) and \( v \triangleq (n - (C - r_2)^+). \)
where \( x_1 \) is as defined in (C.6), \( a' \triangleq [d_{11}, d_{12}, u_{11}, u_{12}, z']^T \), \( u_{11} \triangleq [a_{n-3}B_{r2} - q - v'] \). Also, \( d_{11} \triangleq [d_{n-3}B_{r2}, d_{n-3}B_{r2}-1, \ldots, d_{n-3}B_{r2}-q+1] \). Also, \( d_{12}, u_{12} \) and \( z' \) are zero vectors of length \( 1 \times v', 1 \times (t - (2q + f + v'))^+ \) and \( 1 \times f \), respectively.

Here, \( v' \triangleq (n - m - q)^+ \), \( f \triangleq (t - 2(q + v'))^+ \), \( s \triangleq n - m + C \) and \( w \triangleq (n - t - s)^+ \).

The proposed encoding scheme achieves the following symmetric secrecy rate:

\[
R_s = B(n - m) + q + C. \tag{C.8}
\]

**When** \((1.5 < \alpha < 2)\)

The links in the SLDIC can be classified into three categories: Type I, Type II, and Type III, as shown in Fig. C.2a. The classification is based on whether the data bits are received with or without interference at the intended receiver, and whether or not they are received at the intended receiver.

**Case 1** When \((0 \leq C \leq 2(2n - 3m))\): In this case, the achievable scheme uses a combination of interference cancelation, transmission of random bits and relaying of the other user’s data bits. The data bits transmitted by transmitter \( i \) on the levels associated with Type II links \([n - m + 1 : m]\) will be received at the unintended receiver \( j \) \((j \neq i)\). In order to ensure secrecy, transmitter \( j \) transmits random bits on the levels \([2(n - m) + 1 : n]\). The remaining levels can be used for transmitting the other user’s data bits received through cooperation. The cooperative bits are transmitted on the levels corresponding to Type I and Type III links. The \( C_1 \triangleq \lfloor \frac{C}{2} \rfloor \) data bits obtained through cooperation are sent by transmitter \( i \) for transmitter \( j \) \((i \neq j)\) on the levels corresponding to Type III links. As these links are not present at receiver \( i \) \((i \neq j)\), these bits will remain secure. However, the remaining \( C_2 \triangleq C - C_1 \) cooperative bits sent on the levels corresponding
to Type I links by transmitter \(i\) will cause interference at receiver \(i\). The interference caused at receiver \(i\) is eliminated by sending the same \(C_2\) data bits on Type III links by transmitter \(j\) \((i \neq j)\) and this simultaneously cancels interference and ensures secrecy.

The achievable scheme is shown for \(m = 5\), \(n = 8\) and \(C = 2\) in Fig. C.2b.

The signal of transmitter 1 is encoded as follows:

\[
x_1 = \begin{bmatrix}
d_{l \times 1} & 0_{(n-m) \times 1} & 0_{(n-m-C_2) \times 1} & 0_{(n-l-C_2) + 1} \\
0_{(n-l) \times 1} & a_{l \times 1} & b_{C_2 \times 1} & 0_{l \times 1} \\
0_{(n-m) \times 1} & 0_{(n-m-C_1) + 1} & b_{C_1 \times 1} & 0_{l \times 1}
\end{bmatrix}
\]

where \(d \triangleq [d_n, d_{n-1}, \ldots, d_{n-l+1}]^T\), \(a \triangleq [a_l, a_{l-1}, \ldots, a_1]^T\), \(b_l \triangleq [b_{n-m}, b_{n-m-1}, \ldots, b_{n-m-C_1+1}]^T\), \(b^u \triangleq [b_{m+C_2}, b_{m+C_2-1}, \ldots, b_{m+1}]^T\), \(a' \triangleq [a_{m+C_2}, a_{m+C_2-1}, \ldots, a_{m+1}]^T\) and \(l \triangleq 2m - n\).

The proposed scheme achieves the following secrecy rate:

\[
R_s = 2m - n + C.
\]  

**Case 2** When \(2(2n - 3m) < C \leq n\): In this case, \(2(2n - 3m)\) cooperative data bits out of \(C\) cooperative bits obtained through cooperation are used in an analogous way as in the previous case. Define \(C_1 \triangleq C_2 \triangleq 2n - 3m\). The remaining cooperative bits \(C' \triangleq C - (4n - 6m)\) are used as explained below. Let \(C'' \triangleq \left\lceil \frac{C'}{2} \right\rceil\). The cooperative data bits sent by transmitter \(i\) on the levels corresponding to Type III links will remain secure, as these links are present to the receiver \(j\) \((i \neq j)\) only. The number of data bits that can be relayed by transmitter \(i\) for transmitter \(j\) on the levels corresponding to Type III links are: \(C'_{T_3} = \min \{2m - n, C''\}\). The remaining cooperative bits \(C_{\text{rem}} \triangleq (C' - C'_{T_3})^+\) are transmitted on the levels corresponding to Type I and II links as explained.
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below. The \( C_T \triangleq \min \left \{ \left \lfloor \frac{C_{\text{rem}}}{2} \right \rfloor, 2m - n \right \} \) cooperative bits sent by transmitter \( i \) cause interference at receiver \( i \). The interference caused at receiver \( i \) is eliminated by sending the same \( C_T \) bits on Type II/III links by transmitter \( j \) (\( j \neq i \)). The remaining \( C_T \triangleq \min \left \{ 2m - n, (C_{\text{rem}} - C_T)^+ \right \} \) bits are transmitted on the Type II links by transmitter \( i \). These data bits cause interference at receiver \( i \), which is canceled by transmitter \( j \) (\( i \neq j \)), by sending the same \( C_T \) data bits on the Type III links. Depending on the number of levels used, the number of data bits that can be sent on the Type II links with the help of transmission of random bits is \( r_d \triangleq \min \{ (2m - n - C_T)^+, 2m - n - C_T \} \). The achievable scheme is shown for \( m = 5, n = 8 \) and \( C = 4 \) in Fig. C.2c.

Mathematically, the signal of transmitter 1 is encoded as follows:

\[
x_1 = \begin{bmatrix} 0_{(2m-n) \times 1} \\ b_{(2n-3m) \times 1}^u \\ 0_{(2m-n) \times 1} \\ b_{(2n-3m) \times 1}^l \\ 0_{(2m-n) \times 1} \end{bmatrix} \oplus \begin{bmatrix} 0_{(2m-n-C_T) \times 1} \\ b_{(2n-3m) \times 1}^u \cdot C_T \times 1 \\ 0_{(2m-n-C_T) \times 1} \\ b_{(2n-3m) \times 1}^l \cdot C_T \times 1 \\ 0_{(2m-n-C_T) \times 1} \end{bmatrix} \oplus \begin{bmatrix} 0_{(m-C_T) \times 1} \\ b_{(2n-3m) \times 1}^m \cdot C_T \times 1 \\ 0_{(m-C_T) \times 1} \\ b_{(2n-3m) \times 1}^m \cdot C_T \times 1 \\ 0_{(m-C_T) \times 1} \end{bmatrix} \oplus \begin{bmatrix} 0_{m \times 1} \\ a_{(2n-3m) \times 1}^u \\ 0_{(m-n-C_T) \times 1} \\ a_{(2n-3m) \times 1}^m \\ 0_{(m-n-C_T) \times 1} \end{bmatrix},
\]

where \( b_l \triangleq [b_{n-m}, b_{n-m-1}, \ldots, b_{2m-n+1}]^T, b_u \triangleq [b_{2(n-m)}, b_{2(n-m)-1}, \ldots, b_{m+1}]^T, b_l^d \triangleq [b_{C_T}], \]
\( b_{C_T-1}, \ldots, b_1]^T, b_u^d \triangleq [b_{2(n-m)+C_T}, b_{2(n-m)+C_T-1}, \ldots, b_{2(n-m)+1}]^T, b_u^m \triangleq [b_{n-m+C_T}], \]
\( b_{n-m+C_T-1}, \ldots, b_{n-m+1}]^T, a_u \triangleq [a_{2(n-m)}, a_{2(n-m)-1}, \ldots, a_{m+1}]^T, a_m \triangleq [a_{n-m+C_T}, a_{n-m+C_T-1}, \ldots, a_{m+1}]^T, d \triangleq [d_n, d_{n-1}, \ldots, d_{n-r_d+1}]^T, \)
Figure C.2: SLDIC with $m = 5$ and $n = 8$: (a) Different types of links, (b) $C = 2$, $R_S = 4$ (c) $C = 4$, $R_S = 5$.

and $a^e \triangleq [a_{2m-n}, a_{2m-n-1}, \ldots, a_{2m-n-r_d+1}]^T$. The proposed scheme achieves the following secrecy rate:

$$R_s = 2(2n - 3m) + C_{T_1} + C_{T_2} + C_{T_3} + r_d.$$  \hfill (C.12)

### C.4 Details of the achievable scheme when ($\alpha \geq 2$)

**When $0 < C \leq \frac{m}{2}$ and $m$ is even**

In this case, interestingly, transmitters share only random bits through the cooperative links. Each transmitter generates $C$ random bits independent of data bits with $\text{Bern} \left(\frac{1}{2}\right)$. The achievable scheme involves transmitting the data bits xored with the random bits. The same random bits are transmitted by the other transmitter, so as to cancel them out at the desired receiver. In contrast to the achievable schemes in Secs. 6.2.2 and 6.2.4, the random bits transmission causes jamming to the unintended receiver only. Through careful observation it is found that sharing random bits through the cooperative links
can achieve higher secrecy rate compared to sharing data bits only. The achievable scheme is illustrated for random bits sharing and data bits sharing for $C = 1$ in Figs. C.3a and C.3b, respectively.

In this case, the signal of transmitter 1 is encoded as follows:

$$x_1 = \begin{bmatrix} 0_0 \oplus d_1^1 \oplus 0_0 \end{bmatrix},$$

(C.13)

where $a \triangleq [a_{2C}, a_{2C-1}, \ldots, a_1]^T$, $d_1^1 \triangleq [d_C, d_C, \ldots, d_1, d_1]^T$ and $d_2^1 \triangleq [d_C, e_C, \ldots, d_1, e_1]^T$.

The proposed scheme achieves the following secrecy rate:

$$R_s = 2C.$$

(C.14)

Note that, with data bits sharing, the achievable scheme achieves

$$R_s = C.$$

(C.15)

Hence, under the proposed scheme, one can achieve higher rate by sharing random bits than by sharing the data bits.

**When $(\frac{m}{2} < C \leq n - \frac{3m}{2})$ and $m$ is even**

In this case, the transmitters exchange $\frac{m}{2}$ random bits and $(C - \frac{m}{2})$ data bits. The random bits are used in an analogous fashion as described in the previous subsection. The links corresponding to the levels from $[m + 1 : n - m]$ are present only at the unintended receiver and data bits transmitted on these levels are received without interference at the unintended receiver. Hence, any data bits of the other user relayed using these
levels will remain secure. In this case, the signal of transmitter 1 is encoded as follows:

$$x_1 = \begin{bmatrix} a_{m \times 1} \\ 0_{(n-m) \times 1} \end{bmatrix} \oplus \begin{bmatrix} 0_{(n-m) \times 1} \\ d^1_{m \times 1} \end{bmatrix} \oplus \begin{bmatrix} d^2_{m \times 1} \\ 0_{(n-m) \times 1} \end{bmatrix} \oplus \begin{bmatrix} 0_{(n-C-m) \times 1} \\ b^c_{(C-m) \times 1} \end{bmatrix},$$  \hspace{1cm} (C.16)

where $a \triangleq [a_m, a_{m-1}, \ldots, a_1]^T$, $d^1 \triangleq [e_m^T, d_m^T, \ldots, e_1, d_1]^T$, $d^2 \triangleq [d_m^T, e_m^T, \ldots, d_1, e_1]^T$ and $b^c \triangleq [b_m^C, b_m^C+1, \ldots, b_{m+1}]^T$.

The proposed scheme achieves the following secrecy rate:

$$R_s = \frac{m}{2} + C.$$  \hspace{1cm} (C.17)

**When $(n - \frac{3m}{2} < C < n - \frac{m}{2})$ and $m$ is even**

The novelty of the proposed scheme is in precoding the data bits of the user partly with the other user’s data bits and/or with random bits. The random bits used for precoding may be generated at its own transmitter or obtained from the other transmitter through the cooperative link. Then, by appropriately transmitting data bits or random bits on the levels of the SLDIC, the random bits are canceled at the intended receiver, or the
data bits of the other user are canceled out at the unintended receiver. The details of
the achievable scheme are as follows.

The achievable scheme uses transmission of random bits, interference cancelation,
time sharing and relaying of the other user’s data bits. The transmitters share a com-
bination of random bits and data bits through the cooperative links. To simplify the
understanding of the achievable scheme, first consider the \( \alpha = 2 \) case. In this case,
both the transmitters share \( \frac{m}{2} \) random bits along with \( C_1 \triangleq C - \frac{m}{2} \) data bits. In the first
time slot, transmitter 1 sends \( m \) random bits \((d_i, e_i)\) on alternate levels in \([1 : m]\). In
order to eliminate the interference caused by these random bits at receiver 2, the data
bits of transmitter 2 are precoded (xored) with these \( m \) random bits and transmitted on
the levels from \([m+1 : 2m]\) from transmitter 2. The random bits are not canceled at
receiver 1. Further, receiver 1 has no knowledge of these random bits. Hence, it cannot
decode the bits intended to receiver 2. Also, the data bits of transmitter 2 received
through the cooperative link are transmitted at the upper levels \([n - C_1 + 1 : n]\) from
transmitter 1. Again, in order to ensure secrecy at receiver 1, transmitter 2 sends the
same data bits at levels \([m - C_1 + 1 : m]\) along with the \( C_1 \) data bits of transmitter 1,
also received through cooperation. This not only cancels the interference due to the bits
sent on levels \([n - C_1 + 1 : n]\) at receiver 1, but also enables transmitter 2 to relay the
data bits of transmitter 1.

In the remaining upper levels \([m+1 : n - C_1]\), transmitter 1 sends its own data bits
xored with random bits. Transmitter 2 transmits the same random bits on levels \([1 : C_1]\)
to cancel the random bits at receiver 1. In this way, transmitter 1 sends \( m - C_1 \) data
bits of its own and \( C_1 \) data bits of transmitter 2, in the first time slot. Simultaneously,
transmitter 2 is able to send \( m \) data bits of its own and \( C_1 \) data bits of transmitter 1. In the second time slot, the roles of transmitters 1 and 2 are reversed.

In contrast to the achievable schemes for other interference regimes, transmitters exchange both random bits and data bits through the cooperative links. However, as the capacity of the cooperative links increases, it is required to exchange fewer number of random bits. Figures C.4a and C.4b illustrate the scheme for \( m = 2 \) and \( n = 4 \), with \( C = 2 \) bits.

When \( \alpha > 2 \), it is straightforward to extend the achievable scheme described above. Both the transmitter exchanges \( \frac{m}{2} \) random bits and \( C' \triangleq C - \frac{m}{2} \) data bits. Out of \( C' \) data bits obtained through cooperation, \( n - 2m \) data bits are securely relayed using the levels \( [m + 1 : n - m] \). The \( m \) random bits and the remaining \( C_1 \triangleq C' - n + 2m \) data bits obtained through cooperation are used in a similar manner as explained for the \( \alpha = 2 \) case. The signal of transmitter 1 in the first time slot is encoded as follows:

\[
x_1 = \begin{bmatrix} 0_{(n-m)\times 1} \end{bmatrix} \oplus \begin{bmatrix} b^{c}_{C_1\times 1} \\ a_{(m-C_1)\times 1} \oplus d^2_{(m-C_1)\times 1} \end{bmatrix} \oplus \begin{bmatrix} 0_{m\times 1} \\ b^{c}_{(n-2m)\times 1} \\ 0_{m\times 1} \end{bmatrix},
\]

(C.18)

where \( d^1 \triangleq [e_{m/2}, d_{m/2}, \ldots, e_1, d_1]^T \), \( b^{c} \triangleq [b_n, b_{n-1}, \ldots, b_{n-C_1+1}]^T \), \( a \triangleq [a_{m-C_1}, \ldots, a_2, a_1]^T \), \( d^2 \triangleq [d_q, e_q, \ldots, d_1, e_1]^T \) if \( m - C_1 \) is even, \( d^2 \triangleq [e_{q+1}, d_q, e_q, \ldots, d_1, e_1]^T \) if \( m - C_1 \) is odd, \( q \triangleq \lfloor \frac{m-C_1}{2} \rfloor \) and \( b^{c} \triangleq [b_{n-m}, b_{n-m-1} \ldots, b_{m+1}]^T \).

The signal of transmitter 2 in the first time slot is encoded as follows:

\[
x_2 = \begin{bmatrix} b_{m\times 1} \oplus e^2_{m\times 1} \\ 0_{(n-m)\times 1} \end{bmatrix} \oplus \begin{bmatrix} 0_{(n-m)\times 1} \\ b^{c}_{C_1\times 1} \oplus a^{c}_{(m-C_1)\times 1} \end{bmatrix} \oplus \begin{bmatrix} 0_{m\times 1} \\ a^{c}_{(n-2m)\times 1} \\ 0_{m\times 1} \end{bmatrix},
\]

(C.19)
where \( \mathbf{b} \triangleq [b_m, b_{m-1}, \ldots, b_1]^T \), \( \mathbf{e}^2 \triangleq [e_{m/2}, d_{m/2}, \ldots, e_1, d_1]^T \), \( \mathbf{b}^l \triangleq [b_n, b_{n-1}, \ldots, b_{n-C_1+1}]^T \), \( \mathbf{a}^c \triangleq [a_m, a_{m-1}, \ldots, a_{m-C_1+1}]^T \), \( \mathbf{e}^1 \triangleq [d_q, e_q, \ldots, d_1, e_1]^T \) if \( m-C_1 \) is even, \( \mathbf{e}^1 \triangleq [e_{q+1}, d_q, e_q, \ldots, d_1, e_1]^T \) if \( m-C_1 \) is odd, \( q \triangleq \lfloor \frac{m-C_1}{2} \rfloor \) and \( \mathbf{a}^{c} \triangleq [a_{n-m}, a_{n-m-1}, \ldots, a_{m+1}]^T \). In the second time slot, the encoding for transmitters 1 and 2 is reversed. The proposed scheme achieves the following secrecy rate:

\[
R_s = \frac{n}{2} - \frac{m}{4} + \frac{C}{2}. \tag{C.20}
\]

When \( (n - \frac{m}{2} \leq C \leq n) \) and \( m \) is even

In this case, both the transmitters share \( C \) data bits and the achievable scheme uses interference cancelation. The signal of transmitter 1 is encoded as follows:

\[
x_1 = \begin{bmatrix}
0_{(n-C+m)^+ \times 1} \\
\mathbf{a}_{(C-m) \times 1}
\end{bmatrix} \oplus \begin{bmatrix}
0_{(n-C)^+ \times 1} \\
\mathbf{b}_{C \times 1}
\end{bmatrix}, \tag{C.21}
\]
where $a = [a_C, a_{C-1}, \ldots, a_{m+1}]^T$ and $b = [b_C, b_{C-1}, \ldots, b_1]^T$. The proposed scheme achieves the following secrecy rate.

$$R_s = C.$$  \hspace{1cm} (C.22)

**When $0 < C \leq \frac{m+1}{2}$ and $m$ is odd**

The achievable scheme and encoding of the message are analogous to that mentioned for the $(0 < C \leq \frac{m}{2})$ and even valued $m$ case. The proposed scheme achieves the following secrecy rate:

$$R_s = \min\{2C, m\}.$$  \hspace{1cm} (C.23)

**When $\frac{m+1}{2} < C \leq \frac{2n-3m+1}{2}$ and $m$ is odd**

In this case, the achievable scheme is analogous to that mentioned for the $(\frac{m}{2} < C \leq n - \frac{3m}{2})$ and even valued $m$ case. The signal of transmitter 1 is encoded as follows:

$$x_1 = \begin{bmatrix} d_m^{u} \oplus a_m^{u} \\ 0_{(n-2m)\times 1} \\ d_m^{l} \end{bmatrix} \oplus \begin{bmatrix} 0_{(n-m-C')\times 1} \\ b_{C'\times 1} \\ 0_{m\times 1} \end{bmatrix},$$  \hspace{1cm} (C.24)

where $d^u \triangleq [e_{\frac{m+1}{2}}, \ldots, d_1, e_1]^T$, $a^u \triangleq [a_m, a_{m-1}, \ldots, a_1]^T$, $d^l \triangleq [d_{\frac{m+1}{2}}, \ldots, e_1, d_1]^T$, $b^e \triangleq [b_{m+C'}, b_{m+C'-1}, \ldots, b_{m+1}]^T$ and $C' \triangleq C - \frac{m+1}{2}$. The proposed scheme achieves the following secrecy rate:

$$R_s = m + \min\left\{C - \frac{m + 1}{2}, n - 2m\right\}.$$  \hspace{1cm} (C.25)
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When \( \frac{2n - 3m + 1}{2} < C \leq n \) and \( m \) is odd

In this case, the achievable scheme is similar to that described for the \( (n - \frac{3m}{2} < C < n - \frac{m}{2}) \) and even valued \( m \) case, with minor differences in the way the encoding is performed. For simplicity of exposition, the encoding scheme is explained for the \( \alpha = 2 \) case. Now define the following quantities:

- \( C_{uu}^u = \left\lceil \frac{C}{2} \right\rceil \), \( C_{lu}^u = C_{uu}^u \), \( C_{ul}^u = (m - C_{uu}^u)^+ \), \( C_{ll}^u = C_{ul}^u \), \( C_{ru}^u = \left\lceil \frac{C_{ul}^u}{2} \right\rceil \), \( C_{ll}^u = \min\{2C_{ru}^u, (m - C_{ul}^u)^+\} \), \( C_{ul}^u = C_{ll}^u \), \( C_{ru}^u = \left\lfloor \frac{C_{ul}^u}{2} \right\rfloor \), \( C_{uu}^u = (C - C_{lu}^u - C_{ru}^u)^+ \), \( C_{ul}^d = \max\left\{ \left\lceil \frac{C_{ru}^u}{2} \right\rceil, \left\lfloor \frac{C_{ul}^u}{2} \right\rfloor \right\} \), \( C_{ru}^d = (C - C_{ul}^d - C_{ru}^u)^+ \).

In the first time slot, transmitter 1 sends \( C_{uu}^u \) data bits of transmitter 2 received through cooperation on the upper levels \([n - C_{uu}^u + 1 : n]\). In order to ensure secrecy at receiver 1, transmitter 2 sends the same data bits at levels \([m - C_{lu}^u + 1 : m]\) along with the \( C_{lu}^u \) data bits of transmitter 1, also received through cooperation. In the remaining upper levels \([m + 1 : n - C_{uu}^u]\), transmitter 1 sends \( C_{ul}^d \) of its own data bits, xored with random bits. Transmitter 2 sends the same random bits on levels \([1 : C_{ll}^u]\) to cancel the random bits at receiver 1. The number of random cooperative bits in such a transmission is \( C_{ru}^u \). Also, transmitter 1 relays \( C_{lu}^u \) data bits of transmitter 2 received through cooperation on the levels \([m - C_{lu}^u + 1 : m]\). As the links corresponding to these levels are not present to receiver 1, these data bits remain secure. Transmitter 1 sends \( C_{ll}^u \) random bits on the levels \([1 : C_{ll}^u]\) to ensure secrecy of user 2’s data. Transmitter 2 sends its \( C_{ul}^d = C_{ll}^u \) data bits precoded with the same random bits transmitted on the levels \([1 : C_{ll}^u]\), to eliminate the random bits at receiver 2. The number of cooperative random bits used by transmitter 2 is \( C_{ru}^u \). Then, transmitter 2 can relay the remaining \( C_{uu}^u \) cooperative data bits on the upper levels \([n - C_{uu}^u + 1 : n]\). As these bits will cause interference at receiver 2, transmitter 1 sends the same data bits on the levels \([m - C_{uu}^u + 1 : m]\) to cancel the interference at receiver 2.
When $\alpha > 2$, it is straightforward to extend the achievable scheme described above.

In the first time slot, the signal of transmitter 1 is encoded as follows:

$$x_1 = \frac{[b^{ru}_{1}]}{a^{lu}_{C_1} + d^{ll}_{C_1}} + \frac{[0]}{a^{lu}_{C_1} + d^{ll}_{C_1}} + \frac{[0]}{a^{lu}_{C_1} + d^{ll}_{C_1}},$$

where $b^{ru} \triangleq [b_n, b_{n-1}, \ldots, b_{n-C_1^{nu}+1}]^T$, $b^{lu} \triangleq [b_m, b_{m-1}, \ldots, b_{m-C_1^{nu}+1}]^T$, $a^{lu} \triangleq [a_{C_1^{nu}}, a_{C_1^{nu}-1}, \ldots, a_1]^T$, $d^{ll} \triangleq [d_{C_1^{ll}}, e_{C_1^{ll}}, \ldots, d_1, e_1]^T$ if $C_1^{ll}$ is even, $d^{ll} \triangleq [e_{C_1^{ll}}, d_{C_1^{ll}}, \ldots, d_1, e_1]^T$ if $C_1^{ll}$ is odd, $a^{lu} \triangleq [a_n, a_{n-1}, \ldots, a_{n-C_2^{nu}+1}]^T$, $d^{ll} \triangleq [e_{C_2^{ll}}, d_{C_2^{ll}}, \ldots, e_1, d_1]^T$ if $C_2^{ll}$ is even, $d^{ll} \triangleq [d_{C_2^{ll}}, e_{C_2^{ll}}, \ldots, e_1, d_1]^T$ if $C_2^{ll}$ is odd and $b^{le} \triangleq [b_{n-m}, b_{n-m-1}, \ldots, b_{m+1}]^T$. The signal of transmitter 2 is encoded as follows:

$$x_2 = \frac{[0]}{a^{lu}_{C_2^{lu}}} + \frac{[a^{lu}_{C_2^{lu} + 1}]}{a^{lu}_{C_2^{lu} + 1}} + \frac{[0]}{a^{lu}_{C_2^{lu} + 1}} + \frac{[0]}{a^{lu}_{C_2^{lu} + 1}},$$

where $b^{lu} \triangleq [b_{C_2^{lu}}, b_{C_2^{lu}-1}, \ldots, b_1]^T$, $b^{lu} \triangleq [b_n, b_{n-1}, \ldots, b_{n-C_2^{nu}+1}]^T$, $a^{lu} \triangleq [a_n, a_{n-1}, \ldots, a_{n-C_2^{nu}+1}]^T$, $a^{lu} \triangleq [a_m, a_{m-1}, \ldots, a_{m-C_2^{nu}+1}]^T$, $e^{ll} \triangleq [d_{C_2^{ll}}, \ldots, d_1, e_1]^T$ if $C_2^{ll}$ is even, $e^{ll} \triangleq [e_{C_2^{ll}}, d_{C_2^{ll}}, \ldots, d_1, e_1]^T$ if $C_2^{ll}$ is odd, $e^{ll} \triangleq [d_{C_2^{ll}}, e_{C_2^{ll}}, \ldots, e_1, d_1]^T$ if $C_2^{ll}$ is even and $e^{ll} \triangleq [d_{C_2^{ll}}, e_{C_2^{ll}}, \ldots, e_1, d_1]^T$ if $C_2^{ll}$ is odd.

In the second time slot, the encoding scheme is reversed for transmitters 1 and 2. The proposed scheme achieves the following secrecy rate:

$$R_s = n - 2m + \frac{1}{2} \left[ C_1^{lu} + 2C_1^{nu} + C_2^{nu} + C_1^{ll} + C_2^{ll} \right].$$
Appendix D

Appendix for Chapter 7

D.1 Proof of Theorem 14

Using Fano’s inequality, the rate of user 1 is upper bounded as

\[ NR_1 \leq I(W_1; y_1^N) + N\epsilon_1, \]

\[ = H(y_1^N) - H(y_1^N | W_1) + N\epsilon_1, \]

\[ \leq H(y_1^N) - H(y_1^N | W_1, x_1^N) + N\epsilon_1, \]

\[ = H(y_1^N) - H(x_{2a}^N | W_1, x_1^N) + N\epsilon_1, \]

\[ \leq H(y_1^N) - H(x_{2a}^N | W_1, x_1^N, v_{12}^N, v_{21}^N) + N\epsilon_1, \]

\[ \overset{(a)}{=} H(y_1^N) - H(x_{2a}^N | v_{12}^N, v_{21}^N) + N\epsilon_1, \]

or \[ H(x_{2a}^N | v_{12}^N, v_{21}^N) \leq H(y_1^N) - NR_1 + N\epsilon_1, \] (D.1)

where (a) follows by using the fact that the entropy cannot increase by additional conditioning and (b) follows by using the relation in (7.1).
Appendix D.

Adopting similar steps for user 2, it follows that

$$H(x_{1a}^N|v_{12}^N, v_{21}^N) \leq H(y_2^N) - N R_2 + N \epsilon_2,$$

where, $x_{1a}^N \triangleq D^{-n} x_1^N$. (D.2)

Note that in obtaining the outer bounds in (D.1) and (D.2), the secrecy constraint at receiver has not been used. Using the secrecy constraint at receiver 2, the rate of user 1 can also be bounded as follows:

$$NR_1 \leq I(W_1; y_1^N) + N \epsilon_1,$$

$$(a) \leq I(W_1; y_1^N, y_2^N) + N \epsilon_1,$$

$$(b) = I(W_1; y_1^N | y_2^N) + N \epsilon_1,$$

$$\leq H(y_1^N | y_2^N) + N \epsilon_1,$$

$$(c) = H(y_1^N, y_2^N) - H(y_2^N) + N \epsilon_1,$$

$$(d) \leq H(y_1^N, y_2^N, x_{1a}^N, x_{2a}^N) - H(y_2^N) + N \epsilon_1,$$

$$(e) = H(x_{1a}^N, x_{2a}^N) + H(y_1^N, y_2^N | x_{1a}^N, x_{2a}^N) - H(y_2^N) + N \epsilon_1,$$

$$(f) \leq H(x_{1a}^N, x_{2a}^N, v_{12}^N, v_{21}^N) + H(y_1^N, y_2^N | x_{1a}^N, x_{2a}^N) - H(y_2^N) + N \epsilon_1,$$

$$(g) \leq H(v_{12}^N, v_{21}^N) + H(x_{1a}^N | v_{12}^N, v_{21}^N) + H(x_{2a}^N | v_{12}^N, v_{21}^N) + H(y_1^N, y_2^N | x_{1a}^N, x_{2a}^N)$$

$$- H(y_2^N) + N \epsilon_1,$$

where (a) is due to a genie providing $y_2^N$ to receiver 1; (b) is due to the perfect secrecy condition at receiver 2, i.e., $I(W_1; y_2^N) = 0$; (c) is obtained from the joint entropy relation: $H(y_1^N, y_2^N) = H(y_1^N) + H(y_2^N | y_2^N)$; (d), (e) and (f) follow from the chain rule for joint entropy; and (g) is obtained using the fact that removing conditioning cannot decrease the entropy.
In deriving the bounds in (D.1)-(D.4), one of the difficulties is that the encoded messages are no longer independent due to the cooperation between the transmitters. This problem is overcome by cleverly using $v_{12}$ and $v_{21}$ in a manner that allows one to bound the different entropy terms.

Using (D.1) and (D.2), (D.4) becomes

$$NR_1 \leq H(v_{12}^N, v_{21}^N) - N[R_1 + R_2] + H(y_1^N, y_2^N|x_{1a}^N, x_{2a}^N) + N\epsilon_1,$$

or $N[2R_1 + R_2] \leq H(v_{12}^N, v_{21}^N) + H(y_1^N) + H(D^{q-m}x_1^N|x_{1a}^N) + H(D^{q-m}x_2^N|x_{2a}^N) + N\epsilon_1.$

(D.5)

The above equation is simplified under the following cases.

**Case 1** ($m \geq n$): In this case, $q = m$ and (D.5) becomes

$$N[2R_1 + R_2] \leq H(v_{12}^N, v_{21}^N) + H(y_1^N) + H(x_1^N|x_{1a}^N) + H(x_2^N|x_{2a}^N) + N\epsilon_1,$$

or $R \leq \frac{1}{3}[2C + 3m - 2n].$  

(D.6)

The above equation is obtained using the fact that the entropies $H(v_{12}, v_{21}), H(y_1)$ and $H(x_i|x_{ia})$ are upper bounded by $2C$, $m$ and $m - n$, respectively.

**Case 2** ($m < n$): In this case, $q = n$ and (D.5) becomes

$$N[2R_1 + R_2] \leq H(v_{12}^N, v_{21}^N) + H(y_1^N) + H(D^{n-m}x_1^N|x_{1a}^N) + H(D^{n-m}x_2^N|x_{2a}^N) + N\epsilon_1,$$

or $R \leq \frac{1}{3}[2C + n].$  

(D.7)

The above equation is obtained using the fact that the entropies $H(v_{12}, v_{21})$ and $H(y_1)$ are upper bounded by $2C$ and $n$, respectively. Also, given $x_i^N$, there is no uncertainty about $D^{n-m}x_i^N$. Combining (D.6) and (D.7) results in (7.2). This completes the proof.
D.2 Proof of Theorem 15

Using Fano’s inequality, the rate of user 1 is upper bounded as

\[ NR_1 \leq I(W_1; y_1^N) + N\epsilon_1, \]

\[ \leq I(W_1; y_1^N, y_{2a}^N) + N\epsilon_1, \text{ where } y_{2a}^N \triangleq (x_{1a}^N, x_{1b}^N), \]

\[ = I(W_1; y_{2a}^N) + I(W_1; y_1^N | y_{2a}^N) + N\epsilon_1, \] (D.8)

where (a) is due to a genie providing \( y_{2a}^N \) to receiver 1. From the secrecy constraint at receiver 2, the following holds:

\[ I(W_1; y_2^N) = 0, \]

or \[ I(W_1; y_{2a}^N, y_{2b}^N) = 0, \text{ where } y_{2b}^N = x_{2b}^N \oplus x_{1c}^N, \]

or \[ I(W_1; y_{2a}^N) + I(W_1; y_{2b}^N | y_{2a}^N) = 0. \] (D.9)

As mutual information cannot be negative, \( I(W_1; y_{2a}^N) = 0 \), and (D.8) becomes

\[ NR_1 \leq I(W_1; y_1^N | y_{2a}^N) + N\epsilon_1, \]

\[ = H(y_1^N | y_{2a}^N) - H(y_1^N | y_{2a}^N, W_1) + N\epsilon_1, \]

\[ \overset{(a)}{=} H(x_{2a}^N, x_{2b}^N, x_{1a}^N \oplus x_{1b}^N | x_{1a}^N, x_{1b}^N) - H(x_{2a}^N, x_{2b}^N, x_{1a}^N \oplus x_{1b}^N | x_{1a}^N, x_{1b}^N, W_1) + N\epsilon_1, \]

\[ = H(x_2^N | x_{1a}^N, x_{1b}^N) - H(x_2^N | x_{1a}^N, x_{1b}^N, W_1) + N\epsilon_1, \] (D.10)

where (a) is obtained by partitioning the message into three parts as shown in Fig. 7.1a.

The encoded messages at the transmitters are correlated due to the cooperation between the transmitters. Because of this, it is not straightforward to upper bound or
simplify (D.10). To overcome this problem, \( H(x_2^N | x_{1a}^N, x_{1b}^N) \) is upper bounded by \( H(v_{12}^N, v_{21}^N, x_2^N | x_{1a}^N, x_{1b}^N) \), and the latter is further upper bounded as explained below.

\[
NR_1 \leq H(v_{12}^N, v_{21}^N, x_2^N | x_{1a}^N, x_{1b}^N) - H(x_2^N | x_{1a}^N, x_{1b}^N, W_1) + N\epsilon_1,
\]

\[
\leq H(v_{12}^N, v_{21}^N | x_{1a}^N, x_{1b}^N) + H(x_2^N | v_{12}^N, v_{21}^N, x_{1a}^N, x_{1b}^N) - H(x_2^N | v_{12}^N, v_{21}^N, x_{1a}^N, x_{1b}^N, W_1)
\]

\[
+ N\epsilon_1,
\]

\[
\leq H(v_{12}^N, v_{21}^N) + H(x_2^N | v_{12}^N, v_{21}^N, x_{1a}^N, x_{1b}^N) - H(x_2^N | v_{12}^N, v_{21}^N, x_{1a}^N, x_{1b}^N, W_1) + N\epsilon_1,
\]

\[
\leq H(v_{12}^N, v_{21}^N) + N\epsilon_1,
\]

or \( R_1 \leq 2C \),

(D.11)

where (a) is due to the fact that conditioning cannot increase the entropy; (b) is due to the fact that removing conditioning cannot decrease the entropy; and (c) is obtained using the relationship in (7.1). This completes the proof.

### D.3 Proof of Theorem 16

Using Fano’s inequality, rate of user 1 is bounded as

\[
NR_1 \leq I(W_1; y_1^N) + N\epsilon_1,
\]

\[
\leq I(W_1; y_1^N, y_{2a}^N) + N\epsilon_1,
\]

\[
= I(W_1; y_1^N | y_{2a}^N) + N\epsilon_1,
\]

\[
= H(y_1^N | x_{1a}^N) - H(y_1^N | x_{1a}^N, W_1) + N\epsilon_1,
\]

\[
\leq H(y_1^N, v_{12}^N, v_{21}^N | x_{1a}^N) - H(y_1^N | x_{1a}^N, W_1) + N\epsilon_1,
\]

\[
\leq H(v_{12}^N, v_{21}^N | x_{1a}^N) + H(y_1^N | v_{12}^N, v_{21}^N, x_{1a}^N) - H(y_1^N | v_{12}^N, v_{21}^N, x_{1a}^N, W_1) + N\epsilon_1,
\]
\[
\begin{align*}
\leq & \quad H(v_{12}^N, v_{21}^N) + H(y_1^N | v_{12}^N, v_{21}^N, x_{1a}^N) - H(y_1^N | v_{12}^N, v_{21}^N, x_{1a}^N, W_1) + N\epsilon_1, \\
\stackrel{(c)}{=} & \quad H(v_{12}^N, v_{21}^N) + H(x_{2a}^N, y_{1b}^N | v_{12}^N, v_{21}^N, x_{1a}^N) - H(x_{2a}^N, y_{1b}^N | v_{12}^N, v_{21}^N, x_{1a}^N, x_{1b}^N, W_1) + N\epsilon_1, \\
= & \quad H(v_{12}^N, v_{21}^N) + H(x_{2a}^N | v_{12}^N, v_{21}^N, x_{1a}^N) + H(y_{1b}^N | v_{12}^N, v_{21}^N, x_{1a}^N, x_{2a}^N) \\
& \quad - H(x_{2a}^N | v_{12}^N, v_{21}^N, x_{1a}^N, W_1) - H(y_{1b}^N | v_{12}^N, v_{21}^N, x_{1a}^N, x_{2a}^N, W_1) + N\epsilon_1, \\
\stackrel{(d)}{=} & \quad H(v_{12}^N, v_{21}^N) + H(y_{1b}^N | v_{12}^N, v_{21}^N, x_{1a}^N, x_{2a}^N) - H(y_{1b}^N | v_{12}^N, v_{21}^N, x_{1a}^N, x_{2a}^N, W_1) + N\epsilon_1, \quad (D.12)
\end{align*}
\]

where (a) is due to a genie providing \(y_{2a}^N\) to receiver 1; (b) is obtained using the secrecy constraint at receiver 2; (c) is obtained by partitioning of the encoded message and output as shown in Fig. 7.1b; and (d) is obtained using the relation in (7.1).

Once again, as the encoded messages at transmitters are correlated, it is not straightforward to bound or simplify the entropy terms in (D.12). To overcome this problem, the output \(y_{1b}\) is partitioned into two parts as follows:

- \(y_{1b}^{(1)}\): contains \(x_{1a}\) sent by transmitter 1 and the interference caused by transmitter 2 due to transmission on the levels \([2m - n + 1 : m]\)

- \(y_{1b}^{(2)}\): contains \(x_{1b}\) sent by transmitter 1 and the interference caused by transmitter 2 due to transmission on the levels \([1 : 2m - n]\)

The partitioning of \(y_{1b} = (y_{1b}^{(1)}, y_{1b}^{(2)})\) is illustrated in the Fig. 7.1b. Now consider the
second term in (D.12):

\[
H(y_{1b}^N|v_{12}^N, v_{21}^N, x_{1a}^N, x_{2a}^N) = \begin{align*}
&= H(y_{1b}^{(1)N}, y_{1b}^{(2)N}|v_{12}^N, v_{21}^N, x_{1a}^N, x_{2a}^N) + H(y_{1b}^{(2)N}|v_{12}^N, v_{21}^N, x_{1a}^N, x_{2a}^N, y_{1b}^{(1)N}) \\&= H(x_{2b}^N, x_{2c}^{(1)N}|v_{12}^N, v_{21}^N, x_{1a}^N, x_{2a}^N) + H(y_{1b}^{(2)N}|v_{12}^N, v_{21}^N, x_{1a}^N, x_{2a}^N, y_{1b}^{(1)N}).
\end{align*}
\] (D.13)

The above equation is obtained using the fact that \(I(x_{2b}^N, x_{2c}^{(1)N}; x_{1a}^N|v_{12}^N, v_{21}^N, x_{2a}^N) = 0\). This can be obtained using the relation in (7.1). In a similar way, the third term in (D.12) can be simplified as follows:

\[
H(y_{1b}^N|v_{12}^N, v_{21}^N, x_{1a}^N, x_{2a}^N, W_1) = \begin{align*}
&= H(x_{2b}^N, x_{2c}^{(1)N}|v_{12}^N, v_{21}^N, x_{2a}^N) + H(y_{1b}^{(2)N}|v_{12}^N, v_{21}^N, x_{1a}^N, x_{2a}^N, y_{1b}^{(1)N}, W_1). \end{align*}
\] (D.14)

From (D.13) and (D.14), and dropping the last term in (D.14), (D.12) becomes

\[
NR_1 \leq H(v_{12}^N, v_{21}^N) + H(y_{1b}^{(2)N}|v_{12}^N, v_{21}^N, x_{1a}^N, x_{2a}^N, y_{1b}^{(1)N}) + N\epsilon_1,
\]

or

\[
R_1 \leq H(v_{12}^N, v_{21}^N) + H(y_{1b}^{(2)N}) \leq 2C + 2m - n.
\] (D.15)

In the above equation, the term \(H(v_{12}, v_{21})\) is upper bounded by \(2C\). From the definition of \(y_{1b}^{(2)}\), it can be seen that the term \(H(y_{1b}^{(2)})\) can be upper bounded by \(2m - n\). This completes the proof.
D.4 Proof of Theorem 17

Using Fano’s inequality, the rate of user-1 is upper bounded as

\[ NR_1 \leq I(W_1; y_1^N) + N\epsilon_1 \overset{(a)}{=} I(W_1; y_2^N) + N\epsilon_1, \]

or \( R_1 \overset{(b)}{=} 0, \)  \hspace{1cm} (D.16)

where (a) is obtained using the fact that \( y_1 = y_2 \) and (b) is obtained using the perfect secrecy constraint at receiver 2. This completes the proof.
Appendix E

Appendix for Chapter 8

E.1 Analysis of the probability of error in the proof of Theorem 18

Define the following event

\[ E_{ijk} = \{ (y_1^N, x_{p1}^N(i, j), u_1^N(k)) \in T^N_\varepsilon (P_{Y1}X_{p1}U1) \}, \quad (E.1) \]

where \( T^N_\varepsilon (P_{Y1}X_{p1}U1) \) denotes the set of jointly typical sequences \( y_1, x_{p1}, \) and \( u_1 \) with respect to \( P(y_1, x_{p1}, u_1) \). Without loss of generality, assume that transmitters 1 and 2 sends \( x_1^N(1, 1, 1, 1) \) and \( x_2^N(1, 1, 1, 1, 1, 1) \), respectively. An error occurs if the transmitted and received codewords are not jointly typical or a wrong codeword is jointly typical with the received codewords. By the union of events bounds

\[ \lambda^{(N)}_\varepsilon = P \left( E^c_{111} \bigcup \bigcup_{i \neq 1, j \neq 1, k \neq 1} E_{ijk} \right) \leq P(E^c_{111}) + P(\bigcup_{i \neq 1, j \neq 1, k \neq 1} E_{ijk}). \quad (E.2) \]
From the joint AEP [83], \( P(E_{111}^c) \to 0 \) as \( N \to \infty \). When \( i \neq 1, j \neq 1 \), and \( k = 1 \), then

\[
\lambda_{ij} = \sum_{i \neq 1, j \neq 1} P(E_{ij}) \leq 2^N [R_{p1} + R'_{p1}] \sum_{(y_1^N, x_{p1}^N, u_1^N) \in T_1^{(N)}} P(x_{p1}^N) P(u_1^N) P(y_1^N | u_1^N),
\]

\[
\leq 2^N [R_{p1} + R'_{p1} - I(x_{p1}; y_1 | u_1) + 4\epsilon].
\]  

(E.3)

Hence, \( \lambda_{ij} \to 0 \) as \( N \to \infty \), if

\[
R_{p1} + R'_{p1} \leq I(x_{p1}; y_1 | u_1).
\]  

(E.4)

When the above condition is satisfied, also, the probability of error \( \lambda_{i1} \) and \( \lambda_{i11} \) also go to zero as \( N \to \infty \). When \( k \neq 1 \) and \((i, j) = (1, 1)\)

\[
\lambda_{11k} = \sum_{k \neq 1} P(E_{11k}) \leq 2^{N R_{cp1}} \sum_{(y_1^N, x_{p1}^N, u_1^N) \in T_1^{(N)}} P(x_{p1}^N) P(u_1^N) P(y_1^N | x_{p1}^N),
\]

\[
\leq 2^N [R_{cp1} - I(u_1; y_1 | x_{p1}) + 4\epsilon].
\]  

(E.5)

Hence, \( \lambda_{11k} \to 0 \) as \( N \to \infty \), if

\[
R_{cp1} \leq I(u_1; y_1 | x_{p1}).
\]  

(E.6)

Due to limited-rate transmitter cooperation, the following holds:

\[
R_{cp1} \leq C_G.
\]  

(E.7)

From (E.6) and (E.7), the following constraint is obtained on the rate for the cooperative private message

\[
R_{cp1} \leq \min \{I(u_1; y_1 | x_{p1}), C_G\}.
\]  

(E.8)
When $i \neq 1$, $j \neq 1$, and $k \neq 1$, then

$$\lambda_{ijk} = \sum_{i \neq 1, j \neq 1, k \neq 1} P(E_{ijk}) \leq 2^N[R_{cp1} + R_{p1} + R_{p1}'] \sum_{(y_1^N, x_{p1}^N, u_1^N) \in T_1^{(N)}} P(x_{p1}^N)P(u_1^N)P(y_1^N),$$

$$\leq 2^N[R_{cp1} + R_{p1} + R_{p1}' - I(u_1, x_{p1}; y_1) + 4\epsilon]. \quad (E.9)$$

Hence, $\lambda_{ijk} \to 0$ as $N \to \infty$, if

$$R_{cp1} + R_{p1} + R_{p1}' \leq I(u_1; x_{p1}; y_1). \quad (E.10)$$

The above condition also ensures that $\lambda_{i1k}$ and $\lambda_{1jk}$ go to zero as $N \to \infty$. Hence, $\lambda^{(n)}_e$ in (E.2) goes to 0 as $N \to \infty$, when the conditions in (E.4), (E.8) and (E.10) are satisfied.

Now, using the Fourier-Motzkin procedure [84], the achievable rate in Theorem 18 is obtained. The choice of $R'_{p1}$ is discussed in the proof of Theorem 18.

The following lemma is useful in bounding the mutual information in the proof of Theorem 18.

### E.2 Useful Lemma

**Lemma 5.**

$$I(x_{p1}^N, x_{p2}^N; y_2^N | x_{p2}^N, u_2^N) \leq N [I(x_{p1}, x_{d2}; y_2 | x_{p2}, u_2) + \epsilon_3], \quad (E.11)$$

where $\epsilon_3$ is small for sufficiently large $N$.

**Proof.** Let $T_e^{(N)}(P_{X_{p1}, X_{p2}, X_{d2}, U_2, Y_2})$ denote the set of typical sequences $(x_{p1}^N, x_{p2}^N, x_{d2}^N, u_2^N, y_2^N)$
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with respect to $P(x_{p1}, x_{p2}, x_{d2}, u_2, y_2)$. Define the following indicator random variable.

$$\psi(x_{p1}^N, x_{p2}^N, x_{d2}^N, u_2^N, y_2^N) = \begin{cases} 
1 & (x_{p1}^N, x_{p2}^N, x_{d2}^N, u_2^N, y_2^N) \notin T_e^N \\
0 & \text{otherwise.} 
\end{cases}$$  (E.12)

Now, $I(x_{p1}^N, x_{d2}^N, y_2^N | x_{p2}^N, u_2^N)$ is bounded as follows:

$$I(x_{p1}^N, x_{d2}^N, y_2^N | x_{p2}^N, u_2^N) \leq I(x_{p1}^N, x_{d2}^N, \psi; y_2^N | x_{p2}^N, u_2^N),$$

$$= I(\psi; y_2^N | x_{p2}^N, u_2^N) + I(x_{p1}^N, x_{d2}^N; y_2^N | x_{p2}^N, u_2^N, \psi).$$  (E.13)

Consider the first term in (E.13).

$$I(\psi; y_2^N | x_{p2}^N, u_2^N) \leq H(\psi) \leq 1.$$  (E.14)

Consider the second term in (E.13).

$$I(x_{p1}^N, x_{d2}^N; y_2^N | x_{p2}^N, u_2^N, \psi) = \sum_{j=0}^{1} P(\psi = j) I(x_{p1}^N, x_{d2}^N; y_2^N | x_{p2}^N, u_2^N, \psi = j).$$  (E.15)

When $j = 1$, $(x_{p1}^N, x_{p2}^N, x_{d2}^N, u_2^N, y_2^N) \notin T_e^N$, and the following bound is obtained:

$$P(\psi = 1) I(x_{p1}^N, x_{d2}^N; y_2^N | x_{p2}^N, u_2^N, \psi = 1) \leq P \{ (x_{p1}^N, x_{p2}^N, x_{d2}^N, u_2^N, y_2^N) \notin T_e^{(N)} \} H(y_2^N),$$

$$\leq N C_3 \log |Y_2|.$$  (E.16)
When $j = 0$, $(x_{p1}^N, x_{p2}^N, x_{d2}^N, u_2^N, y_2^N) \in T_\epsilon^{(N)}$, and the following bound is obtained.

\[
P(\psi = 0) I(x_{p1}^N, x_{d2}^N; y_2^N | x_{p2}^N, u_2^N, \psi = 0)
\leq I(x_{p1}^N, x_{d2}^N; y_2^N | x_{p2}^N, u_2^N, \psi = 0),
\]

\[
\leq \sum_{(x_{p1}^N, x_{p2}^N, x_{d2}^N, u_2^N, y_2^N) \in T_\epsilon^{(N)}} P(x_{p1}^N, x_{p2}^N, x_{d2}^N, u_2^N, y_2^N) \left[ \log P(x_{p1}^N, x_{d2}^N, y_2^N | x_{p2}^N, u_2^N) 
- \log P(y_2^N | x_{p2}^N, u_2^N) - \log P(x_{p1}^N, x_{d2}^N | x_{p2}^N, u_2^N) \right],
\]

\[
\leq N \left[ H(y_2^N | x_{p2}^N, u_2^N) + H(x_{p1}^N, x_{d2}^N | x_{p2}^N, u_2^N) - H(x_{p1}^N, x_{d2}^N, y_2^N | x_{p2}^N, u_2^N) + 3\epsilon_3 \right],
\]

\[
= N \left[ I(x_{p1}^N; y_2^N | x_{p2}^N, u_2^N) + 3\epsilon_2 \right]. \tag{E.17}
\]

From (E.14)-(E.17), (E.13) is bounded as follows:

\[
I(x_{p1}^N; y_2^N | x_{p2}^N, u_2^N) \leq NI(x_{p1}^N; y_2^N | x_{p2}^N, u_2^N) + N\epsilon'_3, \tag{E.18}
\]

where $\epsilon'_3 = \epsilon_3 \log |\mathcal{Y}_2| + 3\epsilon_2 + \frac{3}{N}$ and $|\mathcal{Y}_2|$ is the cardinality of the output alphabet $\mathcal{Y}_2$. This completes the proof. \hfill \square

### E.3 Proof of Theorem 19

In contrast to the achievable scheme for the weak/moderate interference regime, the dummy message sent by one of the users $i$ is required to be decodable at the receiver $j$ ($j \neq i$). Intuitively, since the cross links are stronger than the direct links, stochastic encoding alone is not sufficient to ensure secrecy of the non-cooperative private message. Hence, the dummy message sent by transmitter $i$ acts as a self-jamming signal, preventing receiver $i$ from decoding the message from the other transmitter $j \neq i$. At the same time, ensuring that the dummy message is decodable at receiver $j$ enables receiver $j$ to...
cancel the interference caused by the dummy message, allowing it to decode its own message. Thus, although the cross-links are strong, receiver $i$ is unable to decode the message from transmitter $j$ because of the jamming signal; and this helps user $j$ achieve a better rate. In the next time slot, user $i$ can achieve a better rate by exchanging the roles of users $i$ and $j$. The proof involves analyzing the error probability at the decoder along with equivocation computation.

### E.3.1 Analysis of the probability of error

Define the following event

$$E_{ijkl} = \{ (y_1^N, x_{p1}^N(i, j), u_1^N(k), x_{d2}^N(l)) \in T_c^N \}.$$  \hfill (E.19)

Without loss of generality, assume that transmitters 1 and 2 send $x_1^N(1, 1, 1, 1)$ and $x_2^N(1, 1, 1, 1)$, respectively. An error occurs if the transmitted and received codewords are not jointly typical or a wrong codeword is jointly typical with the received codewords. Then by the union of events bounds

$$\lambda_{ij}^{(n)} = P \left( E_{1111}^c \cup \bigcup_{i \neq 1, j \neq 1, k \neq 1, l \neq 1} E_{ijkl} \right) \leq P(E_{1111}^c) + P(\bigcup_{i \neq 1, j \neq 1, k \neq 1, l \neq 1} E_{ijkl}). \hfill (E.20)$$

From the joint AEP [83], $P(E_{1111}^c) \to 0$ as $N \to \infty$. When $i \neq 1$, $j \neq 1$, and $(k, l) = (1, 1)$, then

$$\lambda_{ij11} = \sum_{i \neq 1, j \neq 1} P(E_{ij11}),$$

$$\leq 2^N[R_{p1} + R_{p1}] \sum_{(y_1^N, x_{p1}^N, u_1^N, x_{d2}^N) \in T_c^N} P(x_{p1}^N) P(u_1^N) P(x_{d2}^N) P(y_1^N|u_1^N, x_{d2}^N),$$

$$\leq 2^N[R_{p1} + R_{p1} - I(x_{p1}; y_1|u_1, x_{d2}) + 5\epsilon]. \hfill (E.21)$$
Hence, $\lambda_{ij11} \to 0$ as $N \to \infty$, if

$$R_{p1} + R'_{p1} \leq I(x_{p1}; y_1 | u_1, x_{d2}).$$  \hfill (E.22)

Thus, if the condition in (E.22) is satisfied, then the probabilities of error $\lambda_{i111}$ and $\lambda_{1j11}$ also go to zero. When $k \neq 1$ and $(i,j,l) = (1,1,1)$, then

$$\lambda_{11k1} = \sum_{k \neq 1} P(E_{11k1}),$$

$$\leq 2N[R_{cp1} - I(u_1; y_1 | x_{p1}, x_{d2}) + 5\epsilon].$$ \hfill (E.23)

Hence, $\lambda_{11k1} \to 0$ as $N \to \infty$, if

$$R_{cp1} \leq I(u_1; y_1 | x_{p1}, x_{d2}).$$ \hfill (E.24)

Due to limited-rate transmitter cooperation, the following holds:

$$R_{cp1} \leq C_G.$$ \hfill (E.25)

From (E.24) and (E.25), the following constraint is obtained on the rate for the cooperative private message

$$R_{cp1} \leq \min\{I(u_1; y_1 | x_{p1}), C_G\}.$$ \hfill (E.26)

When $l \neq 1$ and $(i,j,k) = (1,1,1)$, then

$$\lambda_{111l} = \sum_{l \neq 1} P(E_{111l}),$$

$$\leq 2N[R_{d2} - I(x_{d2}; y_1 | x_{p1}, u_1) + 5\epsilon].$$ \hfill (E.27)
Thus, $\lambda_{111} \to 0$ as $N \to \infty$, if

$$R_{d2} \leq I(x_{d2}; y_1 | x_{p1}, u_1).$$  \hfill (E.28)

When $i \neq 1, j \neq 1, k \neq 1$, and $l = 1$, then

$$\lambda_{ijk1} = \sum_{i \neq 1, j \neq 1, k \neq 1} P(E_{ijk1}),$$

$$\leq 2^N[R_{cp1} + R_{p1} + R''_{p1} - I(u_1, x_{p1}; y_1 | x_{d1}) + 5\epsilon].$$ \hfill (E.29)

Hence, $\lambda_{ijk1} \to 0$ as $N \to \infty$, if

$$R_{cp1} + R_{p1} + R''_{p1} \leq I(u_1, x_{p1}; y_1 | x_{d1}).$$ \hfill (E.30)

Thus, if the condition in (E.30) is satisfied, then the probabilities of error $\lambda_{31k1}$ and $\lambda_{1jk1}$ also go to zero. When $k \neq 1, l \neq 1$, and $(i, j) = (1, 1)$, then

$$\lambda_{11kl} = \sum_{k \neq 1, l \neq 1} P(E_{11kl}),$$

$$\leq 2^N[R_{cp1} + R_{d2} - I(u_1, x_{d2}; y_1 | x_{p1}) + 5\epsilon].$$ \hfill (E.31)

Hence, $\lambda_{11kl} \to 0$ as $N \to \infty$, if

$$R_{cp1} + R_{d2} \leq I(u_1, x_{d2}; y_1 | x_{p1}).$$ \hfill (E.32)

When $i \neq 1, j \neq 1, l \neq 1$, and $k = 1$, then

$$\lambda_{ij1l} = \sum_{i \neq 1, j \neq 1, l \neq 1} P(E_{ij1l}),$$

$$\leq 2^N[R_{p1} + R''_{p1} + R_{d2} - I(x_{p1}, x_{d2}; y_1 | u_1) + 5\epsilon].$$ \hfill (E.33)
Hence, $\lambda_{ij1l} \to 0$ as $N \to \infty$, if

\[ R_{p1} + R'_{p1} + R_{d2} \leq I(x_{p1}, x_{d2}; y_1|u_1). \]  

(E.34)

Thus, if the condition in (E.34) is satisfied, then the probabilities of error $\lambda_{i11l}$ and $\lambda_{1jl}$ also go to zero. When $i \neq 1, j \neq 1, k \neq 1$, and $l \neq 1$, then

\[ \lambda_{ijkl} = \sum_{i \neq 1, j \neq 1, k \neq 1, l \neq 1} P(E_{ijkl}), \]

\[ \leq 2^N [R_{p1} + R'_{p1} + R_{cp1} + R_{d2} - I(u_1, x_{p1}, x_{d2}; y_1) + 5\epsilon]. \]  

(E.35)

Hence, $\lambda_{ijkl} \to 0$ as $N \to \infty$, if

\[ R_{p1} + R'_{p1} + R_{cp1} + R_{d2} \leq I(u_1, x_{p1}, x_{d2}; y_1). \]  

(E.36)

If the condition in (E.36) is satisfied, then the probabilities of error $\lambda_{i1kl}$ and $\lambda_{1jkl}$ also go to zero.

In a similar way, it can be shown that the probability of decoding error at receiver 2 goes to zero if the following condition is satisfied.

\[ R_{cp2} \leq \min\{I(u_2; y_2), C_G\}. \]  

(E.37)

Thus, the probabilities of encoding and decoding error go to 0 as $N \to \infty$, if (E.22), (E.26), (E.28), (E.30), (E.32), (E.34), (E.36) and (E.37) are satisfied. Then, by applying Fourier-Motzkin procedure [84] to these equations and the conditions for encoding error, the achievable rate in Theorem 19 can be obtained.
E.3.2 Equivocation computation

The equivocation at receiver 2 is bounded as follows. As the non-intended cooperative private message is canceled completely at receiver 2, it suffices to show the following, as mentioned in the proof of Theorem 18.

$$H(W_{p1}|y_2^N) \geq N[R_{p1} - \epsilon_2]. \quad \text{(E.38)}$$

Consider the following:

$$H(W_{p1}|y_2^N) \geq H(W_{p1}|y_2^N, u_2^N),$$

$$= H(W_{p1}, y_2^N | u_2^N) - H(y_2^N | u_2^N),$$

$$= H(W_{p1}, y_2^N, x_{p1}^N, x_{d2}^N | u_2^N) - H(x_{p1}^N, x_{d2}^N|W_{p1}, y_2^N, u_2^N) - H(y_2^N | u_2^N),$$

$$= H(x_{p1}^N, x_{d2}^N|W_{p1}, y_2^N, u_2^N),$$

$$\geq H(x_{p1}^N, x_{d2}^N|y_2^N, u_2^N) + H(y_2^N|x_{p1}^N, x_{d2}^N, u_2^N) - H(y_2^N | u_2^N)$$

$$- H(x_{p1}^N, x_{d2}^N|W_{p1}, y_2^N, u_2^N),$$

$$= R_{p1} + R_{d1} + R_{d2} - I(x_{p1}^N, x_{d2}^N|y_2^N, u_2^N) - H(x_{p1}^N, x_{d2}^N|W_{p1}, y_2^N, u_2^N), \quad \text{(E.39)}$$

where (a) is obtained using the relation: $H(W_{p1}, y_2^N, x_{p1}^N, x_{d2}^N | u_2^N) = H(W_{p1}, y_2^N | u_2^N) + H(x_{p1}^N, x_{d2}^N|W_{p1}, y_2^N, u_2^N).$ The second term in (E.39) is upper bounded as follows.

$$I(x_{p1}^N, x_{d2}^N; y_2^N | u_2^N) \leq NI(x_{p1}, x_{d2}; y_2 | u_2) + N\epsilon'.$$

The above bound can be obtained by using similar steps as used in the proof of Lemma 5 in Appendix E.2. To bound the last term in (E.39), consider the joint decoding of $W_{p1}'$
and $W_{d2}$, assuming that the receiver 2 is given $W_{p1}$ and $u_{2}^{N}$ as side information. By following similar steps as in the equivocation computation in the proof of Theorem 18, the probability of error can be made arbitrarily small for large $N$, provided the following conditions are satisfied:

\[
R'_{p1} \leq I(x_{p1}; y_2|x_{d2}, u_2), \quad R_{d2} \leq I(x_{d2}; y_2|x_{p1}, u_2),
\]
\[
R'_{p1} + R_{d2} \leq I(x_{p1}, x_{d2}; y_2|u_2). \tag{E.41}
\]

When the conditions in (E.41) are satisfied and for sufficiently large $N$, the following bound is obtained using Fano’s inequality:

\[
H(x_{p1}^{N}, x_{d2}^{N}| W_{p1} = w_{p1}, y_{1}^{N}, u_{2}^{N}) \leq N\delta_2. \tag{E.42}
\]

Finally, the last term in (E.39) is bounded as follows.

\[
H(x_{p1}^{N}, x_{d2}^{N}| W_{p1} = w_{p1}, y_{2}^{N}, u_{2}^{N}) = \sum_{w_{p1}} P(w_{p1})H(x_{p1}^{N}, x_{d2}^{N}| W_{p1} = w_{p1}, y_{1}^{N}, u_{2}^{N}),
\]
\[
\leq N\delta_2. \tag{E.43}
\]

Using (E.40) and (E.43), (E.39) becomes

\[
H(W_{p1}| y_{2}^{N}) \geq N \left[ R_{p1} + R'_{p1} + R_{d2} - I(x_{p1}, x_{d2}; y_2|u_2) - (\delta_2 + \epsilon') \right], \tag{E.44}
\]

By choosing $R'_{p1} = I(x_{p1}; y_2|u_2) - \epsilon'_2$ and $R_{d2} = I(x_{d2}; y_2|x_{p1}, u_2) - \epsilon''_2$ secrecy of the non-cooperative private part is ensured. Thus,

\[
H(W_{p1}| y_{2}^{N}) \geq N \left[ R_{p1} - \epsilon_2 \right]. \tag{E.45}
\]
This completes the proof.

### E.4 Proof of Corollary 3

In the first and second time slots, transmitters 1 and 2 send the following encoded messages.

\[
x_1(1) = x_{cp1}(1) + x_{p1}(1), \quad \text{and} \quad x_2(1) = x_{cp2}(1) + x_{d2}(1),
\]
\[
x_1(2) = x_{cp1}(2) + x_{d1}(2), \quad \text{and} \quad x_2(2) = x_{cp2}(2) + x_{p2}(2).
\]  
(E.46)

In the following, the achievable secrecy rate and power allocation for different messages are discussed in case of the first time slot. Hence, for simplicity, the time index is omitted here. The mutual information given in Theorem 19 is evaluated as follows.

From Theorem 19, \(R_{p1}'\) and \(R_{d2}\) are set as \(0.5 \log \left(1 + \frac{h_2^2 P_{p1}}{1 + h_2^2 P_{d2}}\right)\) and \(0.5 \log(1 + h_2^2 P_{d2})\), respectively. The first four inequalities in (8.36) lead, respectively, to

\[
R_1 \leq \min \left[0.5 \log(1 + \frac{h_2^2 P_{p1}}{1 + h_2^2 P_{d2}}), 0.5 \log(1 + h_2^2 P_{p1}) + \min \left\{0.5 \log(1 + \sigma_{u1}^2), C_G\right\}\right] - R_{p1}',
\]  
(E.47)

\[
R_1 \leq \min \left[0.5 \log(1 + \sigma_{u1}^2 + h_2^2 P_{p1} + h_c^2 P_{d2}), 0.5 \log(1 + \sigma_{u1}^2 + h_c^2 P_{d2})
+ \min \left\{0.5 \log(1 + \sigma_{u1}^2), C_G\right\}, 0.5 \log(1 + h_2^2 P_{p1}) + 0.5 \log(1 + \sigma_{u1}^2 + h_c^2 P_{d2})\right]\]
\[
- (R_{p1}' + R_{d2}),
\]  
(E.48)

\[
R_1 \leq 0.5 \log(1 + h_2^2 P_{p1} + h_c^2 P_{d2}) + 0.5 \log(1 + \sigma_{u1}^2 + h_c^2 P_{d2}) - (R_{p1}' + 2R_{d2}),
\]  
(E.49)

\[
R_2 = \min \left\{0.5 \log \left(1 + \frac{\sigma_{u2}^2}{1 + h_2^2 P_{d2} + h_c^2 P_{p1}}\right), C_G\right\}.
\]  
(E.50)
As $R_{d2} = 0.5 \log(1 + h_d^2 P_{d2}) < 0.5 \log(1 + h_c^2 P_{d2})$, $R_{d2}$ satisfies the last inequality in (8.36). Now, consider the power allocation for the private cooperative message, non-cooperative private message and dummy message as shown below. The encoded messages at transmitters 1 and 2 are:

$$x_1 = h_d w_{1z} - h_c w_{2z} + x_{p1}, \text{ and } x_2 = h_d w_{2z} - h_c w_{1z} + x_{d2}. \quad (E.51)$$

To simplify the power allocation, the variance of $w_{1z}$ and $w_{2z}$ are chosen to be the same.

In order to satisfy the power constraint, the following conditions need to be satisfied.

$$\left(h_d^2 + h_c^2\right) \sigma_z^2 + P_{p1} \leq P_1, \text{ and } \left(h_d^2 + h_c^2\right) \sigma_z^2 + P_{d2} \leq P_2, \quad (E.52)$$

where $P_i = \beta_i P$ ($i = 1, 2$) and $0 \leq \beta_i \leq 1$. The power for the non-cooperative private message, cooperative private message and dummy message are chosen as follows:

$$\sigma_z^2 = \frac{\theta_1}{\theta_1 + \theta_2} \frac{P_1}{h_d^2 + h_c^2}, \quad P_{p1} = \frac{\theta_2}{\theta_1 + \theta_2} P_1, \text{ and } P_{d2} = \left(P_2 - \left(h_d^2 + h_c^2\right) \sigma_z^2\right)^+. \quad (E.53)$$

where $\theta_i \in [0, 1]$. The parameters $\theta_i$ and $\beta_i$ are the power splitting and power control parameter, respectively. Hence, $\theta_i$ and $\beta_i$ are chosen such that the rates in (E.47)-(E.50) are maximized and the minimum of (E.47)-(E.49) gives the achievable secrecy rate for the transmitter 1 i.e., $R_s^*(1)$ and (E.50) gives the achievable secrecy rate for the transmitter 2. i.e., $R_s^*(2)$. In a similar way, the achievable secrecy rate $R_s^*(2)$ and $R_s^*(2)$ can be determined in the second time slot. This completes the proof.
F.1 Proof of Theorem 20

Using Fano’s inequality, the rate of user 1 is upper bounded as

\[
NR_1 \leq I(W_1; y_1^N) + N\epsilon_N,
\]

\[
\overset{(a)}{\leq} h(y_1^N) - h(y_1^N | W_1, x_1^N) + N\epsilon_N,
\]

\[
\overset{(b)}{\leq} h(y_1^N) - h(x_1^N | v_{12}, v_{21}, W_1, x_1^N) + N\epsilon_N,
\]

\[
\overset{(c)}{=} h(y_1^N) - h(x_1^N | v_{12}, v_{21}) + N\epsilon_N,
\]

\[
\overset{(d)}{=} h(y_1^N) - h(x_1^N | s_2^N | v_{12}, v_{21}) + N\epsilon_N,
\]

or

\[
h(s_2^N | v_{12}, v_{21}) \leq h(y_1^N) - NR_1 + N\epsilon_N,
\]

where (a) and (b) follow by using the fact that the entropy cannot increase by additional conditioning; (c) follows by using the relation in (7.1), and (d) is obtained using the fact that the secrecy capacity region of an interference channel with confidential messages is invariant under any joint channel noise distribution \(P(z_1, z_2)\) that leads to the same marginal distributions \(P(z_1)\) and \(P(z_2)\) [5]. Although this invariance property is stated
for GIC in [5], it is not difficult to see that this property holds for the GIC with limited-rate transmitter cooperation also.

 Adopting similar steps as was used to obtain (F.1), the following bound on the conditional entropy is obtained.

\[
h(\overline{s}_{1}^{N} | v_{12}^{N}, v_{21}^{N}) \leq h(y_{2}^{N}) - NR_{2} + N\epsilon_{N}, \text{ where } \overline{s}_{1}^{N} \triangleq h_{c}x_{1}^{N} + \overline{z}_{2}^{N}, \quad (F.2)
\]

The rate of user 1 can also be bounded as

\[
NR_{1} \leq I(W_{1}; y_{1}^{N}) + N\epsilon,
\]

\[
\leq I(W_{1}; y_{1}^{N}) - I(W_{1}; y_{2}^{N}) + N\epsilon', \quad (a)
\]

\[
\leq I(W_{1}; y_{1}^{N}, y_{2}^{N}) - I(W_{1}; y_{2}^{N}) + N\epsilon', \quad (b)
\]

\[
= I(W_{1}; y_{1}^{N} | y_{2}^{N}) + N\epsilon',
\]

\[
= h(y_{1}^{N} | y_{2}^{N}) - h(y_{1}^{N} | y_{2}^{N}, W_{1}) + N\epsilon',
\]

\[
= h(y_{1}^{N}, y_{2}^{N}) - h(y_{1}^{N} | y_{2}^{N}, W_{1}) + N\epsilon',
\]

\[
\leq h(y_{1}^{N}, y_{2}^{N}, s_{1}^{N}, \tilde{s}_{2}^{N}) - h(\overline{s}_{1}^{N}, \overline{s}_{2}^{N} | y_{1}^{N}, y_{2}^{N}) - h(y_{2}^{N}) - h(y_{1}^{N} | y_{2}^{N}, W_{1}) + N\epsilon', \quad (c)
\]

\[
= h(\overline{s}_{1}^{N}, \overline{s}_{2}^{N}) + h(y_{1}^{N}, y_{2}^{N} | s_{1}^{N}, \tilde{s}_{2}^{N}) - h(\overline{s}_{1}^{N}, \overline{s}_{2}^{N} | y_{1}^{N}, y_{2}^{N}) - h(y_{2}^{N}) - h(y_{1}^{N} | y_{2}^{N}, W_{1}) + N\epsilon',
\]

\[
= I(\overline{s}_{1}^{N}, \overline{s}_{2}^{N}; y_{1}^{N}, y_{2}^{N}) + h(y_{1}^{N}, y_{2}^{N} | s_{1}^{N}, \tilde{s}_{2}^{N}) - h(y_{2}^{N}) - h(y_{1}^{N} | y_{2}^{N}, W_{1}) + N\epsilon', \quad (d)
\]

\[
\leq I(\overline{s}_{1}^{N}, \overline{s}_{2}^{N}; y_{1}^{N}, y_{2}^{N}, v_{12}^{N}, v_{21}^{N}) + h(y_{1}^{N}, y_{2}^{N} | s_{1}^{N}, \tilde{s}_{2}^{N}) - h(y_{2}^{N}) - h(y_{1}^{N} | y_{2}^{N}, W_{1}) + N\epsilon',
\]

\[
\leq H(v_{12}^{N}, v_{21}^{N}) + I(\overline{s}_{1}^{N}, \overline{s}_{2}^{N}; y_{1}^{N}, y_{2}^{N}, v_{12}^{N}, v_{21}^{N}) + h(y_{1}^{N}, y_{2}^{N} | s_{1}^{N}, \tilde{s}_{2}^{N})
\]

\[
- h(y_{2}^{N}) - h(y_{1}^{N} | y_{2}^{N}, W_{1}) + N\epsilon',
\]

\[
\leq H(v_{12}^{N}) + H(v_{21}^{N}) + h(s_{1}^{N}, s_{2}^{N} | v_{12}^{N}, v_{21}^{N}) - h(s_{1}^{N}, s_{2}^{N} | y_{1}^{N}, y_{2}^{N}, v_{12}^{N}, v_{21}^{N})
\]

\[
+ h(y_{1}^{N}, y_{2}^{N} | s_{1}^{N}, \tilde{s}_{2}^{N}) - h(y_{2}^{N}) - h(y_{1}^{N} | y_{2}^{N}, W_{1}) + N\epsilon',
\]
where (a) is obtained using the secrecy constraint at receiver 2; (b) is due to the genie providing \( y_N^2 \) to receiver 1; (c) is obtained using the relation 
\[
    h(y_1^N, y_2^N, s_1^N, s_2^N) = h(y_1^N, s_1^N, s_2^N|y_1^N) + h(s_1^N, s_2^N|y_1^N)\]
and (d) is obtained using chain rule for mutual information, and (e) is obtained using the fact that removing conditioning cannot decrease the entropy and conditioning cannot increase the entropy. Using (F.1) and (F.2), (F.3) becomes

\[
    N[2R_1 + R_2] \leq H(v_{12}^N) + H(v_{21}^N) + h(s_1^N|v_{12}^N, v_{21}^N) + h(s_2^N|v_{12}^N, v_{21}^N) - h(s_1^N, s_2^N|y_1^N, y_2^N, v_{12}^N, v_{21}^N, x_1^N, x_2^N)\]

or 
\[
    R \leq \max_{0 \leq |\rho| \leq 1} \frac{1}{3} \left[ 2C_G + 0.5 \log \left( 1 + \text{SNR} + \text{INR} + 2\rho \sqrt{\text{SNR} \cdot \text{INR}} \right) + 0.5 \log \det (\Sigma_{y|s}) \right].
\]

(F.4)

In the above equation, \( \rho \), \( \det(\cdot) \) and \( \Sigma_{y|s} \) are as defined in the statement of the theorem. The second term in (F.4) is obtained using the fact that differential entropy is maximized by the Gaussian distribution for a given power constraint. Hence, the following holds.

\[
    h(y_1) \leq 0.5 \log \left( 2\pi e \left( 1 + \text{SNR} + \text{INR} + 2\rho \sqrt{\text{SNR} \cdot \text{INR}} \right) \right),
\]

(F.5)

where SNR and INR are as defined in the statement of the theorem. The last term in
(F.4) is obtained as follows.

\[ h(y_1, y_2 | \bar{s}_1, \bar{s}_2) \leq 0.5 \log \det (2\pi e \Sigma_{y|s}) , \quad (F.6) \]

where \( \Sigma_{y|s} = \Sigma_y - \Sigma_{y,s} \Sigma_{s}^{-1} \Sigma_{y,s}^T \), \( \Sigma_y = E[y y^T] \), \( \Sigma_{y,s} = E[y s^T] \), \( \Sigma_s = E[s s^T] \), \( \bar{y} \triangleq [y_1 \ y_2]^T \), and \( \bar{s} \triangleq [\bar{s}_1 \ \bar{s}_2]^T \). The evaluation of these terms are given in the statement of the theorem. This completes the proof.

### F.2 Proof of Theorem 21

Using Fano’s inequality, the rate of user 1 is upper bounded as

\[ NR_1 \leq I(W_1; y_1^N) + N \epsilon_N, \]

\[(a) \leq I(W_1; y_1^N, x_2^N) + N \epsilon_N, \]

\[ = I(W_1; x_2^N) + I(W_1; y_1^N | x_2^N) + N \epsilon_N, \]

\[ = I(W_1; x_2^N) + h(s_1^N | x_2^N) - h(s_1^N | x_2^N, W_1) + N \epsilon_N, \quad \text{where } s_1^N \triangleq h_d x_1^N + z_1^N, \]

\[ = I(W_1; x_2^N) + I(W_1; s_1^N | x_2^N) + N \epsilon_N, \]

\[(b) \leq I(W_1; x_2^N, s_1^N) + N \epsilon_N, \]

\[(c) \leq I(W_1; y_2^N) - I(W_1; y_2^N) + I(W_1; x_2^N | s_1^N) + N \epsilon'_N, \]

\[(d) \leq I(W_1; y_2^N) - I(W_1; y_2^N) + I(W_1; x_2^N | s_1^N) + N \epsilon'_N, \]

\[ = I(W_1; s_1^N | y_2^N) + I(W_1; x_2^N | s_1^N) + N \epsilon'_N, \]

\[(e) \leq I(W_1; s_1^N | y_2^N) + I(W_1; x_2^N, v_{12}^N, v_{21}^N | s_1^N) + N \epsilon'_N, \]

\[ = I(W_1; x_2^N | v_{12}^N, v_{21}^N | s_1^N) + I(W_1; x_2^N | s_1^N, v_{12}^N, v_{21}^N) + N \epsilon'_N, \]
\[ I(W_1; s_1'N | y_2^N) + H(v_{12}^N, v_{21}^N | s_1') + h(x_2^N | s_1', v_{12}, v_{21}) \]
\[ - h(x_2^N | s_1', v_{12}^N, v_{21}^N, W_1) + N\epsilon_N, \]
\[ \leq h(s_1'N | y_2^N) - h(s_1'N | y_2^N, W_1) + H(v_{12}, v_{21}) + N\epsilon_N, \]

or \[ R_1 \leq \max_{0 \leq |\rho| \leq 1} \left[ 2C_G + 0.5 \log \Sigma_{s' | y_2} \right], \] (F.7)

where (a) is due to the genie providing \( x_2^N \) to receiver 1; (b) is obtained using chain rule for mutual information; (c) is obtained using secrecy constraint at receiver 2; (d) is due to the genie providing \( y_2^N \) as side information to receiver 1, where \( x_2^N \) is eliminated, (e) is obtained using the relation \( I(W_1; x_2^N, v_{12}, v_{21} | s_1') = I(W_1; x_2^N | s_1') + I(W_1; v_{12}, v_{21} | s_1', x_2^N) \) and (f) is obtained using the relation in (7.1) and the fact that removing conditioning does not decrease the entropy. The last inequality is obtained using the fact that the differential entropy is maximized by the Gaussian distribution for a given power constraint. The term \( \Sigma_{s' | y_2} \) is evaluated as follows.

\[ \Sigma_{s' | y_2} = E[s_1'^2] - E[s'y_2]E[y_2^2]^{-1} = 1 + \frac{\text{SNR} + \text{SNR}^2(1 - \rho^2)}{1 + \text{SNR} + \text{INR} + 2\rho\sqrt{\text{SNR INR}}}. \] (F.8)

This completes the proof.

**F.3 Proof of Theorem 22**

Using Fano’s inequality, the rate of user 1 is upper bounded as

\[ NR_1 \leq I(W_1; y_1^N) + N\epsilon_N, \]
\[ \begin{align*}
&\leq I(W_1; y_1^N) - I(W_1; y_2^N) + N\epsilon'_N, \\
&\leq I(W_1; y_1^N, y_2^N) - I(W_1; y_2^N) + N\epsilon'_N, \\
&\leq h(y_1^N | y_2^N) - h(z_1^N) + N\epsilon'_N,
\end{align*} \]

or \( R_1 \leq \max_{0 \leq |\rho| \leq 1} 0.5 \log \Sigma_{y_1 | y_2}, \) \hspace{1cm} (F.9)

where (a) is obtained using the secrecy constraint at receiver 2 and \( \Sigma_{y_1 | y_2} \) is evaluated as follows:

\[ \Sigma_{y_1 | y_2} = E[y_1^2] - E[y_1 y_2]^2 E[y_2^2]^{-1}, \]

\[ = 1 + \text{SNR} + \text{INR} + 2\rho \sqrt{\text{SNR} \text{INR}} - \frac{(2 \sqrt{\text{SNR} \text{INR}} + \rho(\text{SNR} + \text{INR}))^2}{1 + \text{SNR} + \text{INR} + 2\rho \sqrt{\text{SNR} \text{INR}}} \] \hspace{1cm} (F.10)

Substituting the value of \( \Sigma_{y_1 | y_2} \) from (F.10) in (F.9) results in (9.3), and this completes the proof.
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